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☐ µ : maximum gain
a- ←µ§t gm : transcendentonce

•

s ft : cut-off frequency

forqsiupeicity
% ¥ >¥ : threshold voltage
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↳ how is it derived ?
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due = I☐dR = I>

Émigré. : i
= I☐# CJ Is:

: : : an cue

: . . : µnQ 're V11

i-E.IE Icg charge surface density
0 da

what is Qi equivalent to ?

Voi = 4ms + 4s + Vox G)
y charge in the depleted region

Va. = 4ms + 4s + Yet ¥9k → ph = Ckx / Va. - (¢ms+Ys+k+Q¥×) )
C'ox )

µ
Vs

p
"a- charge in the channel

VD-I-yth.IE#-- But Q'd =p'd (4+4) varies as the

depleted region deepens ( body
effect) .ÉÑou ⇒ .fi?s.t.oed.eoe.

. 99779 ? -
:

\k+¢ms+ys+Qd'(4sl+QoiÉ?i4s)
Vc-Vt +¥5

# Qin = C'
ox / Vu. - Vt - Yc) ( charge - sheet model)

dvc = dx_I☐ =d-
.
I ☐

than V11 Unc'o×fVa. - Vt -Va] V4
VDS

{ Mnc'oxW / Va. - Vt - Vidya = [Ii> doe
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Hmm ID-llncki.lt/-f(Va.-Vt)VDs-VDs?f-2 # : ?

[ I☐•+=M¥× ¥ (Va- Vt)
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= K Vai] Is
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"
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Y
"a- > 4-
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Y☐ > Va. - 4-

are there any efecteenus ?

i. " a- -4-
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pinch -off kik L
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→^^ o inkQin
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' ↳ I☐=µ¥ ¥ ( Va -4-5O L
' L L

L
'
=L certainly , so knowing that if V☐ grows bigger than

You ( = Va -Vt) then L
'
decreases we can say for sure that

as Vis grows Irs grows as well
'

( being L
'

at the denominator)

Moving from source to drain
,
aeoeeut stays the same

but electron density goes down . Given the equation :

I - trot and to -

- MET

it means that electron speed and therefore electric
field must be much bigger after the pinch -off .

Dvc = Vis - (Va - Vt) F = DI
↳ ,

but I =L' ( vis)
TÉ

Finest order expansion : L
'

(vis) = Lt d¥¥|,☐sa(+Y☐ - Vit)

= L µ + Éd'+(V☐ -V5
't

) )
= L [1 - d ( vis - y☐s•tÑ=o

i.
⇒ I

☐

= £ tendon ¥ (Va -Vt)
-

= £µnC'o×K-Vt-
I> ^ I?÷jg=L 11 - d(V☐ - Viasat) ] output

conductance
i{÷e = I + a foe x - 03g •+> XD

[ Irs = 12-inch ¥ (Va. -4)211 + d(V☐ -115*11]
↳
true only for

more - short channel

where D= E%¥/↳⇒¥= ¥ devices



Va : modulation voltage ( " Early effect
" )

ya = AL = V .

L tipi cabby L
.

= 0,35mn ,
HE = 7- V

2
langue channel → higher modulation voltage → lower output

conductance

go
Va- = 311 3V

"

piba.EE goµ#É÷= 4- = an

Go
- D= ¥ / ¥4,1 ,☐•+ I☐ should have a relative increase

equal to ¥ ⇒ the longer the
channel

,
the lower

the decrease

I☐ = I.tt/ltX(Vo-YEat )) (source @ ground )
↳ Iit = knf.ve. - Vt ]

'

,
Kn= 112µF'o× VYL

Hit = Va. - Vi = You (non - short devices)

go
= DID = K (Va. -Vt)?④ = DI:* = I /¥-11,☐•jI☐•+DVD

⇒ go
= I☐¥ r÷+=¥÷VA

output# increasing You decreases
resistance the output resistance !

NÉE :

The transistor is not an idea current generator anymore
1- - - - - - -

;
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"
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⇒ RESISTIVE COUPLING between source and dearie

T T
f. § Ri + § Ri
f- Ikat

= - gmos RL -1-1. G- = - gm(Rudra)
J¥¥f tdI☐ - gmos

↳ G- = - gmRL § ro
oaU¥ #¥1 t.TT capped at gmro

=

ID
=

gm
= dI→•+= dfK(Va4 = 2k (Va - Vt) transcendentonce
Oki Oki



(gm = 2K ( Va. - Vt) - 2k You = LEI
,

= 2 VEII ]

Maximum gain µ = gmro = 2,o . Y÷ = 21¥72
,

independent
of#t !

Ideally : Really :

¥

Re→ co Ct

C- = - gon Re
→ - a G- = -

gm@ero)
R

= -

µ

v

ouEytoe→FIGUREDbuild an op
.
AMP

.
with a gain

9¥ other

higher than the maximum gain we are then forced
to use multiple transistors in cascade :

-174¥- - - tf- Ao = @
""5

Cyndi Contax GMA
" GEMAX

Since re -- 2%. you can use as little current as possible
and still gain the most out of the transistor .

This eueaus you can amplify signals by a huge amount
with almost me power cous*tu whatsoever

.

O

Fee example : VA -- 74 L
.

=

0,35µm L = 1µm You = 0,1 V
⇒ Va = VEI .

L = 20N ⇒ re
= 2,4¥

,

= 400

2 stages ⇒ A
.
- µ
'
> ios ! ! !

"

The maximum gain increases with longer channels
"

BUT
gofers

"

The cut-off frequency increases with shorter channels
"

gooses

Ideally : Really :

T T ossis
. + gmos = is

33 Ro tf RD ro

1- to Os ( fo + gm) = is (et RF. )
+1¥

,
Ks - Es -- geo: gtm) #¥3" ¥

.

.
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-
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.
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.

Rs Rory fro
-
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of Ris ! Re I

µ gm



Ideally : Really :

It R☐ # Rio is = os-R-sis-gn.RS is
HE r.

Bro#¥ [Rp = as] 1*-1-1 islet ¥ - gmRs) - E
To

§ Rs ↳
independent § Rs Ot - [R☐ = rot Rsfetgmro))

± of Rs ! i# is

Msro
,

µ Rs A

Note that µ
=

gmro =2¥↳,

means not only that we can
get a greater maximum gain by having a longer channel
( and therefore a bigger 11*1 - that is , increase the numerator -
but also that we can get a very big maximum gain by
having an almost- zero You - that is

,
decrease thedenominator

.

i if Ya. → 4- ( Vox → o ) then µ → too
? No

y.ae
slope - how is it derived ?

t
Let's study the SUBTHRESHOLD
OPERATION of the transistor :

• H⇒= -111 →Feat Band voltage

☐

-1--1
*÷¥ µ /Hi

remember that

Y⇒ e.Ya.
-
- 4- = 0,611 {higher potential = lower voltages

- for electrons 3

÷:÷?ÉÉ-=.÷ ⑦ bi

:
:

-→ VG = VT = 0,611
"17

• His = 0,1 : 0,211 → n (o) go£¥

i:¥€÷,÷i¥÷>

.

µbiµV☐ >>¥=



n (o) = N☐ e-
9(&*-#

n (L) = 0KT

A few elections at the source Almost all electrons at the
side have enough thermal desire side will get over
energy

to cross the potential the potential drop to reach
barrier

,
which is now lowered a louver potential Revel,

by Ys .

The number of eleoeteus which is deeper than the source
is given by Boltzmann's law .

side thanks to His
.

= , , g¥Éfg
constant if L- Ldiff
nild_kNA-qDnnt@LfT-DA-qisyAN.e-%¥±iéÉÉ¥;☐¥n¥¥÷ea¥doe

= Io e%¥ diffusioucwoeeut ¥M
⇒ even if the transistor is off there is still some leakage
aired gioeu.by#-u term

Since Ys
- Ya. there Is grows exp-¥ with Va. while

below threshold
.

too -

-
liu- log graph

☒statement

.

2 quadratic

☐

pti
. exponential
I

gey

-

%=*p> no current ¥*tZ> some current

OFF
=

S OFF
=

ID
~

I
☐ (Va. = Vt) = I☐ (You = 0) := Is ¥ 0 ! !

above threshold±

Is is the
" threshold ""eat "

I 0,211

of / 1 Is

la. :*1
=

☐
Ya- = ¥

.- Cox = E×-
A CD = 4¥

,

- A↳ = 0,211
Z

c.io#=-

'

suis
-

- ••a.⇐ =s÷
Cox + C'☐

n = C'oxt = 1 + z 1-
C'ex Cdx

(typically n = tis)
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I. = Is e9H%¥ in fact I.sc/Us--4sth)--Is=Ioe9EEh
T

= Is e9Ff# where bys = Ys - 4%, 457. = 4s(Va. - Vt) = Ys (var - O)

= Is e9n7¥t

⇒

since she -

- ay .

gm
= daff
.

= Is e
'

It = FEEL
⇒

gm
= Is sub - threshold transcendental[ myth--÷

↳ Vth = 25mV @ 300K

Now
gm
DEPENDS on the BIAS CURRENT and is

INDEPENDENT of the OVERDRIVE VOLTAGE

↳
there is a fixed limit to the trauscauductauce
and the maximum gain , which grows with the
bias current and therefore with power consumption

µ .

I ID = const
. ¥

,

→ can't be

Ee- u
" Ie
-

I

.

n

.

2

gm=2K¥= 2¥;# M -

-

gmro - 2¥. -¥;
-

- FYI H

⇒ around - threshold and sub - threshold values :

Igm -

- niff] 1¥ -

gmre
-

- Fifi '¥s=n¥Ih)
⇒

fixed a

For example : L = them Va a 2011 n =3

⇒ µMA× = ZE .
103 = 800

3 -25

We necessarily need more than one transistor to obtain
really high gaius ( A. = to

-
÷ lot ) .



Eid
T Cgd ftRa. 3- INT

Vo - tv

Is#If gmos did = Go =
is

R.gs#n--gmRa.is8tE*f*
# Cgs
=

gmRa. logarithmic graph
T I = ( Cgs t Cgd) RG L

Ra. } / f
-20dBzec

¥
0dB → G- =L

i.¥27Cgs! & Cgd ft
± & cut -off frequency

a

G- ( ft ) - ft = G- ( fi.) - tp

t - ⑤ =

Gm Rtt jrfcgcgdyzg =

ft = 8m_ = Img = I¥Y×¥= 2#2M⇐x¥L# =

2K (Cgstcgd) 2K Ctx HL

=M = EL -- a¥÷÷ transit time2A L2

ft n
VE - F, F=v

: e
:

remain.mg#ftt--2Et+.--EEIE9Th:

:µ e
:*

sunset: higher ::÷÷¥i
behaviour ) %

lower gain *:
# f higher bandwidth

Vt Vcr TRADE-F ! T
it's" are higher overdrive

approximation lower gain

"G.÷÷iJdiss Sub - threshold value :

-#Tµ Jdiss = gDnddFe=gDnn¥
- Q

'

= Info) L
"⇒211

2. was , tais - Eze.si#5InY-g--En ← tie
just like a water tank, the ratio Wto
should give us the average transit time ⇒ (ft -- safe

,I IIe]



Now ft is INDEPENDENT of the OVERDRIVE VOLTAGE
.

GAlN/BWTRADE0
µ a ft a

¥
⇒¥

tea -z
""µ÷÷÷÷÷¥÷. / stem

. i L
: : Dn

-

#→ diff . limit. i TI
=

:

:>
la.Vt Hat

where is this transition ?

We need to look for the point ft f.
deist

where tiiiitt = tires :

t.iiik.IE?En--tiiift
.

21¥
= You = Voi ft-

.

-

Einstein's equation : Da - Kaiten a.

⇒*= - some

gma

yEKVmo.de#
- to study the exact

Iiss T.iq#... Euz behaviour of gm"

.

'

Ii
-aah- Eon:3.de#EEe&Ye

:

i DRIFT

:-# Kom - III
↳ Inversion

IC = n¥¥¥h5]=÷o×¥W+ey =↳¥¥ coefficient

Weak inversion : IC I 0,1

Moderate inversion : 0,1 E ICE 10

Strong inversion : IC > to



Signal, Noise and Disturbs
need to handle noise

a ult) T

oct) = s (t) + d✗t) + n (t)

| _mMhMMnN can be •educed to

negligible values with
proper screening

@

t
✗ (w)

Aocos (wat)

s ft) → ✗ (w) Spectrum
¥ 'µ§-owieoe component(double sideband)

n (t ) → Sn (W) Power spectral#
Density ( PSD)

< nlt) > = 0 •☒ noise fluctuations have a null average

therefore we consider <n-t0 (unless n(t) = 0 )

IXCWIK
< ntt) > = < (x, (f) + react))

'

>

IF 1*-72 = < (A sin (wit+ g.) + Bsinlwzttqd )
'
>

we wa
>
w = < A'sin (wit-19, ) + B

'SitiCwztt g) +
+ 2 AB since , ttqe) sin (watt g) >

T T

= fi:{¥! A' siuyw.tt g.) dt + f- f.B- siu
' (wet + g.)dt +

+ 2¥31.Tsiu(wettqjsiulw.tt g.)dt} =
↳¥{ cos / (we -wat + qe.at - cos /(witwit + ya - if} -

⇒ < n'(t) > = ¥ + BE
2

Sncf) a
ai Noise made by many different

¥É÷÷÷# / harmonics throughout ideaee,
the whole spectrum :

* fi
"

>
f n (t) = § aisin (wit + qi)

+ cs

<ntt) > = ¥ = Isn (f) df
> (Sncf) := <ntt)> ]

Df



Ft nlt)

>
t

www.#hnnzfnCtY--V→ ( < n'(t) >7=11
'

→ (Sncf ) / = II
Hz

contains
~ 68% of the

*

"

I
i.

liaise fluctuationsmmMMMµ
-

poet = K e- Hori → the lower on
,
the more concentrated

is the gaussian curve around 011

The
average square

value or variance of the noise
is a measure of the amplitude of the fluctuation

on = For:) = FIT
1

root eueaec square
↳
variance

(RMS)

The RMS value gives a more precise measure
of the average amplitude of the noise :

- within ± on : around 68,3% of all fluctuations
-

"
I 20h :

" 95,5% " " "

-

" 1=3 on:
"

99,7%
" " "

signal - to - Noise Ratio

*.
Ao SNR : how much larger the

# signal is compared to,--Éf---÷- the noise

:
• ( %)? < SYT ) > Bw

B:*
>
f < nYt_£Sn( f) df



The SNR is related to the information content and
quality of our signal

Ves -

¥
'm ir¥w÷" EFE nutsO

input
range

yes = feed scale range
→ I = VIL

a = quantization interval

?_? win! → too little precision TI WNT → too much precision

⇒ D should be in the order of 3¥49
to have an optimized system

consider A = a.On
.

L ( Sm* (t) )
'

> ¥252
=
Yes
'

K
'

(%):*' s n
-

Ct) >
=

one OF

2 an
= VEE (272 = f 2

"

⇒ ( EN)
.*

= 2
-
ne

10 leg ( Sa)
'

= 20 leg ( Spy) = to log 2
"

= 20 log2
"

=

= n .

206828,02dB
¥7 (Wdf n - 8,02dB → the number of bits ( information

content) is defined By the signal -to -
noise ratio

Example : RC network

R e

- Gaut

.Ff⇒ .

""

.
.

= =

Os e Ao Siu (wot) (f )? AFI
< of >



e) where is thevuaise caving Leone ?

2) Snl f) = ?
+as

3) Isn (f) df = of = ?

1) The RESISTOR is a noise sauce due to thermal
agitation of electrons

depending on RRI§r % . -

stew *
to sever

E-

☐ I

too
°

Oc3) quiff , we are looking for <oi > =/Sncf )df with
the signal turned off .

°

-

= =

Boltzmann's low

= IzCort) <€> = 12C < ¥-4 > I → feel d.of. systems

The
energy of the system can only be stored in the

capacitance . The only source of energy of the system
is thermal

energy . Therefore the two must be equal

⇒ %-)! Airs =
AIK = ⑤TAI

<Oi> KIC KT 2

ÑÉ have a high SNR while keeping the circuit pale
at the desired frequency , we must increase C and

decrease R accordinglywvw

^ OR ^ SR
2) ?I-E.EE#mYIjo.MMphiMrhvhMmhH>f

^ OR

E is in the order of Ifs] which is

' much smaller than the typical
• • T#t observation time

.

±

it takes a time equal to e for the election to bonce back

to its original position, where I is the scattering time
due to the resistor's particles reticulum .



One

A-
⇐ A-

Or can there be approximated as a
- series of delta - like pulses, whoset correlation time tenets to zero .

t

Therefore the PSD of the thermaeask
"

¥TYÉ€T
noise can be represented e-ya white
noise as it is the superposition of
the Fourier transforms of delta- like
pulses .

☐

r § + R } noiseless
→

npft) → Sff ) = he = const
.1-

noisy .

1- (s) = YSC e

= =

Ff ⇒riff? → a + scr

n (t) =
= ←

wow
1+8

. [Rc=I~=

We don't care about the phase shift
of the output noise , just about its amplitude :

l 1IT ( just =/ e + jwwol = FEI
2

< oout (t) > = < (nfl) /Tcjw) 1) > = < rift) > |T(jw)T=en / Tljwll
'

= end
=
SR(f) If

it w=w: nttwi.co#def.ofSn(f)

⇒ < Gout(t) > = 1+5-(f)If
☐

I + WINE
+ is to

< Quilt ) > = < ofCt) > = fix df =
Wow / df 2MW. =

+as
oh + Hug 21T a 1 twang

=

a- g.¥
.

→
EÉ⇒¥÷= 5¥ ¥ =

wow

4

= Wwa VV

Tre
= soft) > =

⇒ v4 = Soff) = 4KTR



Theremin / Norton transformations
☐

☐

{ R
4kt (¥+1→ R④Si←= R

②So,e=4KTR 1¥:/ ☐

T

For a resister R= Ikr the associated power spectral
density is So; 14M¥,z (@ room temperature F-300k )

what about thermal noise in transistors ?

'⇒ ^

mm-

>.

VDS

o o

IDs = K / 2 ( Vas -V+)V☐s - Vis? ]
• → } GIT -

⇒ Rch Rch Vos → 0 / then I☐s → 2K (Vas - Vt)V☐s=
o o

= Gah Hss
⇒ Rch = 1

= 1
2k (Vas-Vt) Gm

> Sit = 4=1 = ↳ Ktgm when Voss ~_ 0

Rch

what about other operating points, such as Ibs > to:/ ?

S G- . V6 > VT
☐

Si
,
-

= ↳ Ktygm {8=1
ohmic V☐s=o

:# 8=2-3 saturation V☐s > 0

I
for long channel devices ;
y
=L for short channel devices

NOISE vs. POWER TRADE - OFF

I

lgmlss)
'

(E)
'

= a% ①gmos 4k178m
↳ktygm.eu,

= °%'⑨n_\2¥÷
N

-

< in>✓
↳KTy BW

=

→ I> It then I
0s = Aosiu (wot)



→ By reducing the current (power consumption )
we are impairing the signal - to - noise ratio ( information
content) .

input - referred noise sources

Rs iin
.→iae+⇒ signal + noise !

→ •

noisy µ$0s Oif
. .

/ oat
2

OST}
= = (E)out =so / (Siti - + SoTi)df

↳ superposition
we can simplify the system by

"

wooing
"

principle
all noise sources at the input and consider
everything else noiseless .

•M④# . . .# •

} } → ¥% } }
☐ ☐

1 It is always possible to represent a noisy network
as a reaisless network with voltage and evcreeet input -
referred noise sources, as long as the network is a
two - poet network

2 The PSD of the input- refereed noise sources is independent
of the input and output ( source and load) resistances

-

TWO-PORT NETWORKS

E.
v. [
¥ ⇐

I 1.
,

""

• e - • ?
Ie Iz

J

n
°

+1¥14:: ::/ ¥1 differential 0in
-

→

Gout

inputs
•

÷It
it's a two-part network only if
its caveman evade gain is Ctcm- 0

,
that is

,
CMRR - is



We can use the input - referred noise representation
for a normal amplifier only if its CMRR is very high

•to
..# . god

= Ut- o
-

f od
= Ot- o

-

=. .
Gut →

O
-

o - =. .
AO 0cm = Utt O

-

20cm = Gt t U
-

2

Gut = At Gt - A
-

o
- Ot = 0cm t Id Ud t 20cm = 2Gt
I 2 ⇐

( O
-

= 0cm - Id Ud - 20cm =
- 20 -

Gout = At (Gant ozd) - A- (0cm - OIL) 2

= (At- A) 0cm t (Atty) od
AcmI → Ad

The amplifier is a good differential amplifier only if
At = A

-

⇒ Acm = 0
,
CNRR = Cs

and therefore can be considered a two - poet network .

Indeed
, if Acm ¥ 0 then the output would vary fry

just increasing cot and o- by the same amount , however
their difference would still be the same .

The amplifier
could not be considered a two - part network , since
the output would change without any change on the
(differential) input .

A good differential amplifier can be represented as anoiseless amplifier through the use of input - referred
noise soaveces

.

ft Is it true that any 4-terminal network is
- a two - poet network ?

Neem
MT

-

Let 's now see how to compute the iwqut - referred
noises So and Si .

Example : f
.

So /
-

i

.

*.
¥444. → ! ¥% "-

*.

4kTygm
o o

REAL MODEL



- To calculate So
,
sheet input and output terminals and

compare the
real current output PSD with the needed one .

I
→ !" So 1¥

"

i Sont Sont

F. *. %
"* Ignis.

= = I
-

I

Sent = 4kt fgm = Sort = ginSo ⇒ So = Le kTf
gin

- To calculate Si
,
short output and open input terminal

and earnpace
the current output PSD

→ t' ' So Cgd 1¥
"

/ e Saint o Sont

-

*.
¥4044.

= = ( = Cgs =

Cox t Cgs t Cgd this recent can only flew
through the transistor's parasitic

Sait = gin Sog = gni Si 1£
.

! capacitance
E

= Si grin = Seat = 4kt fgm
W'CoE

⇒ Si a 4kt J Gm - W'gnEw
,
= 2 aft

= 4 ktjgm¥ )
-

m-

{Note that, because of rule 2
,
these results

are still valid even if there was a resistance lead
7 attached to the transistor deaiu

w]
Seat

source voltage
and noise

¥¥÷: ÷
.

network

noises

Instead of computing each noise contribution on Sant we can
calculate their effects on the network input (the transistor
gate) and then utilize the network transfer function



to obtain Sont
.
In this way we can avoid using Meaney

different transfer functions for each noise source .

S = Sn t so + Si - Rf → Snout = Sog . /Tls ) /
-

0g

Note that it would be otherwise hard to compare different
types of noise sources (voltage or current) on the output PSD .

In this particular case, we can see that the most
relevant intrinsic noise source depends on the value of Rs

Sait a So + Risi
← is

↳KIT
gm

↳kTygm (%)
-

Rsi:

So ueglig. gmo•ÉÉÉ→⇐t=a#avg.ir
:

w2 = WI

8mi Rs
'

:

j w
*

= Wt

w
*

>

w gmRsI.
212sKF

'

ypicably Rs ⇐ tgm→ w* = wt = 100GHz !

⇒ In standard conditions
,
Si is negligible .

In case

of very big Rs or very low wt then it should be
considered

.

An off - topic note : Noeteutheer-~m3smmg{ will be used to quickly compute transfer function of a
network

.

1) Compute output current (ie) as a function of input
signal with output shorted to ground

2) Campsite outputiwpeudauceCRJwgwgf.gg, , y.ua , gagging
, Reg

Sin Sin

↳ can be either voltage or current signal



CIRCUIT DESIGN

-

Prototypical differential stage

very high Ad -10
'

} > courts z 100dBWe need :

very low Acm= 0

3V

IRD } )^ 925 Ri> = 10K RD } f} R☐
8mR☐↳

• 2,75 • Gout
1 25M t %

1 gm¥ f
- ↳
2

1,5 1,5 -1T
. .

7-

* ee r * ex

0,8 11T = 0,6 Vd = 0s I

50Mt { Rs = OI = look at } Rs
=

SON
=

BIAS SIGNAL

⇒ Gd = 0¥ = 8m¥ =

-

' Éhe differential gain
od

is quite low ! = 2¥
. Rig = Is = 2

i.
-

-

You Coit

•

1¥ POOR :*
To increase the gain , we can either

- decrease the overdrive to increase gm
&

this can be dare only down to the point where gunsaturates to the thermal value Is which would

increase Cod only up to 5,33
hV+h

- increase the load Ris

tr

this can be done only up to wheel the transistors exit
saturation and enter ohmic region , that is when
the bias point of their drain goes

below 0,94, which

represents a voltage drop over the load equal to
2,1-11 and a resistance R☐ equal to 84 KR, returning
a relax iwuuu differentiae gain of 21



The gain care then be increased
,
But not by much and

only though greater power consumptions .

RD } f } RD
- FRED 84k

• Out Efg
,

= - 2,6 :# large !%
2

↳ Us = 0cm
16K

-to o
IT

20

Be
no,

CMRR =/ 7,7 = 17dB ! POOR !
It

2,6

- Fast } Rs To reduce the CMRR we can only
=

increase the source resistance
,
but

only eup
to when the transistors exit

SIGNAL saturation
.

The CMRR can hardly be increased and only through
greater power consumptions ( higher power supply voltage
to improve the stage dynamic) .

= =

l l
ro } ② ⑧ fro Possible solution:

-- ofmodro-- use current generators (transistors)
2 It

° Out
instead of the resistorsOdia

t
. .

-Eds
r B et

od

/
Gd = gmzto = Az x L

④ fr.
÷

The stage gain has the same expression as before, but it
is now higher and the voltage deep across the Road is

independent of the current . it
does not depend 1.

*

'be I
= = on the bias current ( J

/ / (neglecting outputf : :

ro } ⑧ ② gray #Frg
' "

resistance)
-- -- 1,511 1,511
j f

o Gout

our own 17 GREAT.To .
I G-an = - re

,
room )

Ltg ÷

IT ✓ 1432

I
can be decreased without ±*

fr, afflicting the operating region of the
✓

.

=

transistors; two transistors in cascade mode can

give high resistance with low bias voltage drop .



Bias issue : current mismatch

311 IDs
, n

-

II.
a.

42"
⇒

I

§Ia. I
,

:# a #
Ds

,
o LI If °

IDS&
Me

!
Ia.

2It 1h32 (#I* #
vs. .

I
n

^

.
.
.
.
.
.
. .
- I

↳ ( ⑧ f Ia. VSDa.tl/Ds-- Vs

IT Vs Vasa. = Us - Vos,

Vos
. [⑧ t I i >

y
,

Isis!Vasa.) = I a.
("s - Kase)

µ
,

entrees
•www.eaegiaeeY.s

"""

=

A small difference in the transistors parameters or bias
values will cause either of the two transistors (in each
beard of the stage) to exit saturation region .

- we need a common -evade feedback to properly fix
the bias operating point of the stage , while allowing
the signal to propagate .

-

I

-

t I ⑧1
. ⇒

I tt H x

tf tf : :

r2 R a M

: :

r k out
.

N
out

- M -

¥.

•

r + IF S R I v

r
- . t t t t z

a t t t t °

- /A&t

~ Vr I
-

RED :

r
-

t tf
tf - ±* fully

**

fixes the
Teepee ""

dfdefe.gg#bias operating point

It's a common - made feedback because it does not affect
the differential signal gain while eeutedliug the effects of a
eeeueuou evade signal on the bias .



-

Better structure for the same amplifier :

1.
* ⇒

I
>
built-in feedbackIci!;j±÷↳# the current through the right - hand

side of the current ueieeoe preciselyt
e*. ueatches the current on the left - hand

side ( provided that Y* and vis are equal,I

considering the effects of the modulation voltage)transited-

§±tI/ it detects the current flowing through the dearie :
if Ia. =/ I then there must be a voltage changeattÉhiu twice will adjust Ia. through the connection

to the gate in order toequateI#

Only issue with this structure is that it cannot provide
a double-ended output (not fully differential)

-
!
:{
•

: Eg siuuuetey is lost ! → we can calculate the gain
µ

•
Oort using Norton's theoremntlgm '

↳
'

→ iat t
% :

¥ . :{ :O, § . -0£ shorting the output to ground, we can
*

:¥ : # approximate 1=0 and consider the
resistances seen feauodmthe two deaius the same

÷
; t

:

:{ ' (cod = isnt
. Rout]

. Od÷-
> tout = gmud Rout = To 11210 = roll ro eram

1
M

2

: ;;i÷ Gd = gmro_ = 2I ka

you
.

I
- I = ¥ = 70

grows
2 with"

÷:& tis
.

{ rom

r

: i:]. Oort does not depend/
"""

÷÷÷Mi2r
'

Rout on woeeat

it
* ÷

.

¥
.

*.

"

←
"

Gm ÷
: I [G-an = diet . Rant)

/
* ⇒

/ °#
> G-loop ± -1 1 12rg

r :{ ⑤ 0cm
: : →

•
Gout

•
. .

o ±

~

0cm 0cm

• t¥mg t o

trout = 0 *
~ 0cm

ideallyG
rg "§ ⑤
¥



but in truth there might be a small current mismatch :

G-am = ⑥ Rout

2kg

.

""+ = EOcm-R.at
28 then the CMRR would be :

⑨Egg __ laid } Rout
qmr=CMRR = Got = 2- = Zgmrg= =

G-cm ERo± E
2mg

How to compute the current error e ?

= =

I i 48mm ,

⇒
1

i'+ = °±
- IF / §÷ygm)µ=t / 2rg g

rom } 1¥ ÷. 1¥ 0cm_ roof = Ocm_ ( Ngmm ) = 0cm 1 ~

1-: I :1 : 25g romtygm 2rgromtygmm2-rg-tgmmr.ae
-

Em 1 → I 28 µ25g
,

f
,
tout

= °

E = 1 = 10-2

µ
L

CMRR =

2gmt-rg-2.to
"
= 86dB •¥ GREAT :# it's actually slightly

larger because of
other non - identities

Input referred noise
too ⇒ ¥ÉÉ£¥trgmn

CMRR > to
"
→ stage can be seen

""M"

kg÷gm0
as a two - part network 4kTygm€#f . "

☒☒r>
4k178m

☐ I

gm_É☒€e*Ceeupute So : South = Sogmi
so

Sont = 8ktygm.at 8 KTJ gm ¥¥-
¥8.FI?-4ktrgma.--mmnSo--8KTy/ltGm-M)

gon gmI 0,111

= 8k¥ / 1 + = ⇐MIGHT
[
⑨

92"↳ overdrive of the mirror higher
higher tracesconductance than the input pair overdrive

11

higher bias current⇒
lower noise11

greater power consumption



Campsite Si : South. = 4Si(Wtf! Si 811
"

t ⇒ ¥É¥¥÷trgmµ jwcgs
4k128m U

Sant =8ktygmfltgmm-14ktygm.IE#/.

°

gm

4k178m ⇒ Si = 2KTygmµt ¥ ) (¥2/ "

gmsiz
,

°

Vain£ÉÉ€%*!÷µf at low= So 8%-1%+52
> frequencies
so >> Si=#- (considering an input

fueglectieeg Cgd) resistance in the order of Ign)

To suuuwarite what we've got so far :

311

1.
* Join ⇒

1 Kin = 50µA /ya Kp
'
= 25m¥ ,

¥. )
: / : Goat 14--0,611 VI = 7V@Lnni.n = 0,35µm

i 0

• FEE)*⇒ •

→ So = 8kg ( it Yavin) ⇐ ( sn¥*T0,7¥ 175µA 75M¥ ↳it ,
in Jenin

¥
:

→ Valin = 0,111 Yeun - 0,211 gmin > 1,2T¥
¥-7 .

±** Join → gmin
= 1,5m¥ gmµ= 0,75m¥

→ G-D= gminfro.at rain) = YE > 100 I = 8m¥ = 75µA
Havin

2

Va > 1011 → V*= 211*0--1411 (¥ );
150 1¥)µ= 75

L = 21min = 0,7µm Win = 105µm VVM = 52,5µm

→ Va, = 0,211 → 4¥) = 2I_ = 150 → ING = 105µmg
g K'nllaig

G-an = RmXr rain = None = 186,6 KR rg = 93,3KR

2µmrg
= 1- = VIM = 0,00357
2µm 411A

G-d = 43dB CMRR = Cid = 2gminrg.mn = 92dB
G-em

L
> only parameter that should still be improved
( up to too dB )



⇒ Add a second stage with high gain :

/
*

143 Ma ⇒
I 1 Is → G-2 = gmj frost rose) = 21=-2

.

¥ =

Vous 2Iz

f = ¥ = 140 Vous = You
3,42,211

:

.

:

212.VN?...**Tgros Vous = 0,211

•
•

→ Vas = 2811 ↳= ↳ = 1,4µm
*

° Gout

Me Ma → Is = 150µA (¥);
150

I. 1 ÷

:/

.
98" -* }

ro
.

→ V.
✗
•

= 0,24 (¥)•= 75☒ ÷

*" Mf Mo 1-
Hls = 210µm V46 = 105µm

ceeuuuou source stage
(with active lo d) ros- roo

-

-186,6hr gms-1,5m¥
Gid = gm (rostron) gms ( rostro) = 86dB •☒←" GREAT !¥⇒

^

140 140

Note that the second stage adds a negligible contribution
to the input - referred noise of the overall amplifier .

So = 8kt y (it ¥) + 4KTy(gmstgms)
Gme Vous referred to the input,8M the noise of the second

stage is reduced by the
gain of the first stage

This prototypical differential stage is called operational
Toeausiuepedeeece Amplifier (OTA) µ

t has a very high
its output impedance . +

☐
.

i.at
.

gain Ctoeausiuepedeuce)
is very large Oinf >

( it amplifies voltage . -

¥
:

into current)

Au OTA cannot be used with a low impedance load :

•

to
.

.gg
Rout = ( rostro)1(Ret Rs)

= Re + Rs¥
- - :/ t Tota a Routt → the gain of the amplifier goes downI m with its output resistanceR2 - IOKR

§ Re - lover
=



That is why a generic operational amplifier is made
of an 0TH connected to an outpute-uff.ee so that its

output impedance is not modified by the load and its

gain remains stable
.

OPAMP

o 1-

y
'

¥-
C - " l

buffer ( e.g. a simple source - follower)

Au OPAMP can be connected to whatever lead . Au OTA

must be connected to a high impedance load .

/ / Frequency Response and compensation 11
i.e. within the

frequency range of
interest/

µ
143 the ⇒ £5 = 2k¥ n! cgss☒µs•:

go

Since lower frequency poles
)

☐ *

are found at high resistance
•

.
modes

,
we are better off

* 0¥ goko 7 considering the capacitance
Me Ma

c,- seen at only those nodes
.

¥:
r

-* ~

±*⇒ µ,
" TÑte : for each high-gainMs

stage , there exists 1- high
impedance redeem

Most relevant capacitance seen at the two high - imp .

nodes :

Cgss = Cox (WL), - 2-3 = Ipf Cu = 2pF

fp , = 17MHz fp , = 8,5MHz

/ Gd /
^

>

it can easily become
÷:

:

any low
-gain neg .

*

"

:÷÷÷÷;
; ;

( e.g. Gaffer)

The two poles are too close and produce a load closure
angle of the transfer function .



We have to split them apart in order to cut the 0dB

axis with a - 2o§z= slope .

How can it be done ?

⇒ Insert a Milder capacitance that connects the
two nodes

/
µ

143 Ma ⇒
/

: ""☒Ms→ fully - compensated
: / lad /

^

amplifier
: ←*

•

* g.

:÷.÷
☐

y↳ ;
µ. Ma

c.IT
• ,¥f!÷

'

.

- ⇒

,
fpe

±⇒ Mf

,÷"°"%#
R
,
= go.pro

,
Ra -- Ros " ☐

•⇒

1-(s) = - fgmeregmsri a-stars+1gmYd§ § Re ¥=- ↳€ OTT $2S't best 1

= = = ¥ §"# c. How do we compute fz , fp ?
= = =

And as , ae , 1oz , be
?

TIME CONSTANT METHOD e

numerator is pdiwaeuial
Tfs) = G-

to
a-stars+1→ of order equal to the umber of
$2S't best 1 reactive capacitance when output

is set to zero voltage
Dcvgaiu

>

denominator is pdiuauial of order
equal to the euuubee of independent
capacitance in the circuit

*
Imam

uvular ofcapaci.to#saoeoss be careful that in thisvIcau freeeysetauyu-altage.LV case
,
c ce and Ca are

DEPENDENT on each other

f
CER

Him Viet Eat = AtStl
.
Go

0in best 1 ↳ 1/2
⇐
→
& "

€¥
>first order network

↳
Cerh

= =



Generalized first order network : ii¥ i. = - or .sc
ic

-1 HERE 1+00-
o -

q ¥
-

0in [ R JO.at 0in O R
.

] Out
o

o b

- Ucsc = ie

{
Gout = Havin + Rmic

> Uc = Bo Vin - Re Ucsc Oc = Bo Vin + Reina
Oc ( It SCR,) = 1300in
Uc = Bo 0in > Re = ?Éloin=01 + s CRI

>
Gout = 0in / Aa - Sc Rm Bo /It SCRE

= 0in Ao t SC /Re Aa - RmBo]
ItsCRR

Roes

wont = 0in A. 1 + SC fRe-Rm,B]&
it sCRi→ 1 pale as expected

Let's better understand the e-r•siaGthezoeoGout /
•

= 0 = Aooinl
.

+ Rmicl
.

→ { Oink
=
- Rmiel

.Io{
Oc = Bo 0in + Reic V4

.

= - Rm BE.ie/.tRiicl .
> 0€ = Re - Rm Be = Rode
it

.

Ao

⇒ og.tn =
ais +1

> ☐C gain (with the

/ b.s + e

G- capacitor open)

resistance seen
<

↳ resistance seen from the
frame the capacitor when capacitor when the input
the output is at is turned off (shorted if

zero voltage (not geared ! ) voltage , open if current )
times the capacitance times the capacitance

Example : G- (s) = l lets CER) ( its C- R) =

-4 ( Its Ce R/2) ( Its Cz R/2)

¥4 # A SKIER - + scar+92127+1
t

= % 52Ceca (Ry)
-
+ S ( ce 172+61721+1

M 62 be
R

'É§ §R\> second order network
= = =



¥.¥s¥ ¥
'shame,7i¥÷si.FI's
seen from each capacitor
will be different

t
G- (s) = Go S2 CeCe Keats ( cede t Cada) t 1

cos
S2CeCapiz t SfCeBit Cafe ) t t

ca opere Roeg
→ ↳ = 0 G- ( s ) = Go §{;§\

pcos ↳ RY'
'

(first order networks)
02f

→ Ce - O C-(s) = Coo s Cada t t#
s Cz f - t I

↳ RE'

RE
'
:= resistance seem from capacitor x where all the
other ones are open

Ce

o

K

C
'

Rojo'= *= R''
'

i'- i- R

.
on. t.FI#IEao"⑦ 8 3

Ce Ce

tf R'i'=p, = RN RN 212 = Rio
'

- Pa = 32 RN R tf
Yy

.

= ESR = ISR
-#

.

3 3 3 3

= = = = = =

Cz shorted

⇒ C.
<
→ co G- (s) - Coo SIGCI Kaz tf Q2

= Coo s CeQut de

S2Ce Capiz t s Cafe S Ce Bret B.<

= Go as s CeQeyqt# Rf?
Be scepeyp.IT l

Rdi' e- ↳ Ri' (first order
⇒ C

,
→ as G- (s) - Coo Ei SC.zQe4 t t networks)

Be SC2pey t t
(e)↳ Re

RY : resistance seen Jean capacitor x whew capacitor
y is shorted and all the

other ones are open

tf
'

Ro:
'

- * = Rr:÷¥:".¥÷¥¥. ." t.FI#Iao
"
"

↳ q= Ry
② 3 3



Ri
"

- Bu -- R K RAR = RIO
'

= pea = R K RCe pi Ce
A

= E = I
3 2

TT
. L

.
I TT

.

} 3 Pea - Es 3 3

= = = = = =

Note that while you do need to compute both Ri
" and RE'

(Rfi
'
and Rdi' ) to obtain fi and Be (Qe and a a) , you do NOT

need to compute both R'i
' and RE' (Rei

' and RE ) to
obtain pea (Qu) -

Computing just one of the two will suffice .

are = Rbi' fi = R't
'

a = REI p,
= RE'

I 1249 - Rdi' = Roy
'

- RI' pea = RT'RE
'
= Rei

'

Rie'

ca CeRdi
'

Roti -= C.GREY Roi's > Cardi
'

t CARE's

G- (s) = Cio s
'
AL t Sai t I

5 bz t s b ,
t 1

↳Ce RE ' RY' = CeCz RY'RE ' e s CeRY
'
t GRE '

what about third t order networks ?

b
,
= TY't TE ' t T.jo

'
= Ce Rio't C. RE't ↳RE'

b
,
= Tak'

'

t -43' '
t

'

%' = - just choose one
= Tf' te '

t Tf'# t IE
' TE' = . . .

\
of these

013 = Ii's' '

TE ' = ¥3'# ' Eid = eye . ., ¥
. ,=/ combinations

= -443' Tie' = TI's
'

#" eye , = T 's"" ' ¥4

In general , you just have to follow the same calculation
pattern of a simple second order network .

Let 's now use this method to study the frequency
response of owe OTA .



; -* G-
•
= ⑨me Re)(gmsR 2)

:

8m¥# Kai:-# a 1-(s) = Go 53A>+52oz + Sae + I

5363 + 521>2 + s bet I
= == §"# c. -

• only ↳ introduces a zero
a = = (that is not at infinite frequency

note that here there is • the three capacitance are
already a parasitic dependent (that is , one of them
capacitance due to Cgd but has its voltage drop set by the
it is too small to have significant other two and does not introduce

effects on the circuit a pole)

Tfs) = Go Sae + 1-

S
' bats be + 1

° be = C, Re
"
t GRE' + ↳R?' {Cz = C)

Rid = R
, RI" = R2 R5) = Re + Rat gmsRiRz

• 62 = Ce Ca Ri" Ri
"
t C

,
C
, Ri
" Ri" + ↳↳ RE

> RI'

RI" = Ra RI' = R2 Rj" = Re

• bz = C
,
C
,↳ Ri

" RI" RS"" = 0 since R's"" = 0

•

a
,
= C

, REY + CzR% t GR

Rdi' = 0 Ri? 0 k¥ = -ygm,- negative coefficient d
positive zero

°

a
,
= C

,
C
,R¥R¥ + Cics 12¥12 + CaCsR¥ RE? = O

o a
3
= 0

Solve for the roots of the policeamiral at the numerator or
denominator of the time>fee function to find the zeroes or

poles of the network with no approximation :

T Wi
-

= 2K£
562 + s be 1- 1- = 0

> Wµ = 2ÑfH

Instead of solving this equation, we can consider the
following approximations if f , and f-* are far apart Leave
each other ( at least one decade) :

s
very

low > 5b£ & s bet 1 = sbit 1 = 0 > s , = - 1-
be



S very high > 51oz t sbet I = 562 t s be = 0 7 SH = - tf

Middlebrook £ -
a ,e?;⇒,

fi, =
e

: → Rio
' resistance

approximation seen from capacitance
i when all other ones\ are shorted

v

this is only valid if all the capacitance
in the network are independent -

- for this example it is Not valid since the three

capacitance are dependent (must use wµ=¥I )

⇒ fi = l fr ik i
:

- -

2.I [Cy Re t CaRs t C (Ret RztgmsRare))
£:

⇒ ft, e Ce Ret Cara t C (Ret RztgmsreRe) fo -
'

'

'

i

,
apart

Zeke Ca ReRe t C (Cet Ca) ReRD f
"
i
. i \
:\

G-BWP
.
.

÷ -
u

=

t
, ,s. . . .

C > co { £ LAC (RatRat GmsRi Ra)
O C* c

f-µ = 1tgmslReK#) a

2K ( Cet G) (12,11122) ¥ 2k¥
. Ret GRI

= 2¥ -2Ti'

ladling
.

f : - c' Reitmeier
.

-

- 2¥22:S.T 2K

:
:
' We must have GBVVPE
: ft, - tzu 8ms\

. .
.

:
Cet Cs

'

: ft
i k

et , >
to have a compensated amplifier .

£ / \
GBWP X But a-BWP - Gok -J§mg¥Iz?IEff÷c

So the G-BWP is also dependent on C.

→ GBVVP = ft, → z§mz* = gms > = (Cet Ca) gme =

2E (Cet CD Gms
= (Cet Ca) 2Ii Vous

we also have a ( positive) zero : 73¥ Yantis
- t

⇒ fz. = gins but G-BWP = 8mi and gm, = gms
2A C 2A C

se with our parameters we get 6-BWP = fz .

If we then set c = c.
*

= Get C.) 8gm.ms it turns out that
the zero is coincident with the high frequency pole ,
as well as with the a-BWP fceqweucy .

* watch out that for c -- O the Middlebrook approx . doesn't hold anymore



/ Gd / ^

___ Apparently , having pole and
i zero coinciding at G-BWP
:

seems to compensate the Bode
: plot of the absolute value by
: having a good closure angle .

:
: However

,
since this is a

:

:
i

positive zero it introduces
Acid ^ :

:

:

a
- its phase shift which adds

÷.
£ up with

the pole phase shift:

causing the phase marginI

- to be approximately o:

- it
-

. . . . . . . . . . . . . . . . .
. .

:-[
Jwt at

- 3¥ - - - - - - - - - . . . - . . . - - . . . - . . . . . ① Ate = -E
"

w÷E
.
?

>
cxThe signal in a negative feedback

circuit with such amplifier would be fed back at the input
with the same amplitude and in phase with the original
signal , since the phase shift would be -180° - a- = -360=0

( insufficient phase margin) , thus causing the output to
grow

with an unstable fashion .

2ñ ②
G-BWP = I gmefz = I 8%
* g

ft, = d- GMP
21T Catch

To stabilize the amplifier in a negative feedback circuit
we therefore need to move the POLE AND the ZERO at a

frequency higher than 6-BVVP
,
so we need to increase

gms through using a higher current in the respective Gauck
( kgKfeeEEEfEee) .

E.
g.

: gang = IIs II = 150µA → Is = 300mA = 21=5
Vous

gni, = 1,5m¥ → gms
= 3m¥ = Ignis

fie
a-Bwp

= 2 Gñs = 2

⑦ma CetC2

27° 27°

Ofm = 180° - 90° - acetone ( G-BWP) - arctau ( G-BWP)ft, fz= 350 HEpoor 1¥ lad / ^
→→

:

This solution returns a good
'

Pm only with very high
:

currents in Ms and so with :

very high power dissipation . >
g-

1
£



Another solution could there be to increase C above the
iuiuivueue value CE to mare both the G-BWP AND the ZERO

at lower frequencies ( ee=eeeEEEP)
^ / Gd /
#☒

The phase margin should
at this point be high enough
( around 600) but at the
cost of more power dissipation fz FH

>and lower G-BWP .

f

fit = 8msf- _~2cg÷R , G-BWP = -8Mt fz = 8ms

,

20T C 2ltC 2K GetG)
2 I

Iusightstobeltereuuderstaudtheseuuueericaoees.net#
intuitive way

to calculate poles and zeroes :

Ms Ii
€14

1
nie SC Os = Gmslos

^

→+ = 0
s = Gms

c
(positive)gm $ "-¥" ¥1.fr#=c.-.-.-----/fz--Gms2TlCic--

¥c = =

¥s=*I
"

2

with two separate equivalent iuepedeeeees
8m¥# Ka .-¥"☐¥¥→µµ⇒

☐ "• • way
to replace this capacitor

in order to consider Ce and Cz as

independent capacitance ?= = =
f-

It¥=
=

MlLLERTHL0RtM

In = V2 - V1
= - It ¥

Zia Zia
- (2) -%;

£
" Ii

µ, y ¥
">

Zeo = £12
-V1 He
V2 - Ve real

= In 1 network network
1- Valve (a) ÷÷÷÷:*If KG) = Vals) then

= ÷
He(s)

Zeo (s) = 2-
* (s)

1÷.÷÷,¥
1- Kls) Kcs ) - 1



To apply this theorem we would there need to know V21) = K .

VeCs)

However in our problem V26)
yes,
is exactly the transfer

function TG) between the first and second stage which
is what we are trying to derive in the first place .

Nevertheless we can still apply the theorem for the low
frequency pole by considering the value of 1-( s) = K (s )
approximately equal to the DC gain which is known .

K (s) = Y¥} = TG) = 1-(a) =
- gmsRz = K (a)

→ Zeo (s) = 2- 1 1 1
"
l - KG)

=

I @ + gmsRd
→ 2-

so (s) = Zee(s) KCSI GmsR2

Kcs) - l
= ¥ gmsrzt

= ¥

Ms j
" 2nd stage DCgain

IA

→ Ceo = C let gmsRÑ
Gout

8m¥ 0$ §Re=¥ Ceo Cao = C

÷ = = = =# ""# ca
f. =

Cao / I 1
= = =

equivalent 2 it IT
,

-

'°'

=

20/(4+40) Ret (GotG)Rif
network to derive the =

1

low frequency pole at / CeRet c(Rg¥I)
+ card

= I

2ltCgmsRuRz
The Milder capacitance
behaves like two separate capacitance : are at the
output with the same site as the actual capacitance, and
one at the second stage input with a size equal to the
actual capacitance multiplied by the stage gain (Miller
effect .

Ms t
'

3 At high frequencies the finestIA

- capacitance that will start
behaving like a short circuitgm.ir#&Ri--=f" ¥LÉ is C since it is related to
the highest time constant= = = §"# c, ( lowest frequency pole) .

= =

But then ce and Ca can be
considered in parallel, contributing equally to the
high frequency pole .



Ms Ii
44

Req = lg-m.sk Ra 11 Re = 1-

Gms/
÷

1%-0:*8m¥ 0$ { Re fi, = 1
= -8ms

2it (cat Ca) Reg 20T (Cet Ca)
= = §"# c.+ Ca

We observed that the Miller capacitance introduces a
finite positive zero in the transfer function of our
differential amplifier because of the feedforward current
it enables between the two stages at higher frequencies .

This zero impairs the phase margin causing the amplifier
to easily become unstable in a negative feedback Goop .

In order to compensate the phase shift introduced by the
zero we needed to both increase the power consumption
and decrease the banduuith

.

Therefore we want to deal with this singularity without
altering the performances of the amplifier

⇒ Add a welling resistor in series with the
Miller capacitance

Ms t
'

F- =.

RN + ⇐
8m¥# ¥ .¥=-?

8ms is --o-_

Gout = 0
RN +⇐ = 1-

Gms
I

= = = §"# c, I = Jms- RN
= =

> § =
e

c(7gms_ Rn) )
we care now weave the zero

d
however we like ¥

Rµ = I
/ ↳

Rn > 1-

Gms 8ms

NO zero Cuore - finite) NEGATIVE zero

Problem : adding the welding resistor will move not only
the zero but also any other pale



/
*
Ms Ma ⇒

/ The three brain

capacitance areRe } Ce Ms
→*: :

now independent .I
t

.
•É

*
° 3 poles

Me Ma C

☒§ ⇒
↳ ( fi

, fa , fs)
¥
:

= =

r

--⇒

[ Rn in the order of Ygmj}±** Mz Ms

"

% typically 2/gms

The lower pole will be moved down, but just by a very
negligible amount :

1⇒ f, = 1&

2ñKgmsReRs]2k -2T¥'=2Ñ[ceRetC<RztC(Rat Rat gmsraRat RN)]
=

snegeigieee
The higher pole will also be moved down

, from
infinite frequency to a finite (but still high) frequency :

⇒ fs = I 1 1 1 I 12-u-F.int#CRR-F+CRRn/=2itRN(CeHCXCal
s Ip 3g 2p

= -1 R'
N Rn

2K Race

To compute the middle pole , we can consider C shorted

since it's related to the louver frequency pole , then
calculate the love pole of the resulting second order
network :

ji
Rclosedleep,

Us
1¥

Y gmos- RI
"
= 12,11 ( Ropeueeep-fy-G-eo.pe

8m¥#kr.EE/--t#f-o:uRopeeeeeepe--RNtRz-=.--.--gmRz0s
§Rz G- loop,

__
-

GmsR2 Us = - gmsR2Us

=

Ri" = Rex Ygms=Ygms ⇒ Rdosedeeog,__ RN + Re = I

ltgmspz Gms
Ii-

gmos R2
- Ri Us

⇒

RI" = Ropeueeepz

gm¥§ § ,

ia.E.IE
.

i-a-eo.sn

RN
- ;-]. Gout Ropeuleop,- 12211 (Ret RN) = 1221112,

= = §"# c, G- eeopz
=
- gms

R2 - Re =
- gms(ReVRz)

Rat Ret Rm
= =

RE' = 12211 Re

1 + gms(RzHRe)
= 48ms

⇒ £2 = 1
= Gms

2. [ Cegmstcagm,] alt (Cet G)



The middle pole is approximately at the severe
frequency of the previous higher pole

/ Gid / ^

Go (Rm = 2- )gms

I £

: C → Cet C2
>

I 0 ✗

a. 4-
f.

> negative

Go =gmeRegmsRz f. = 1 GB¥= fz = 1

2ñCgmsR , Rz 2ñC(Rm- tlgms)

8ms f = 1f(c,t 3
2K Rm (Cell callC)

lower
powerceuTmÑTÉmmmme

gm, = guns
= 150M¥ C 7 Cet Ce Ce = fpF Care 2pF

> highereraudwithmnm
If C = Cet ca the zero and the middle pole perfectly cancel
out in both modulus and phase , thus having a fully
compensated amplifier .

Note how the use of the mulling resistor allowed to avoid
the use of a greater current and a bigger capacitor while
still enabling the compensation of the OTA

.

I

FOM := G-BVVP.CL

Itot

Figure of Merit that represents how well an amplifier
performs, given its load capacitance, total current
consumption and Gain Bandwidth Product

.

The higher it
is
,
the better the amplifier .

In our example : FOM = Gmt2ñC ' C2

2Ir + Is

without Rm : g.me = 130M¥ Ie = 75µA Is = 300µA
C2 = 2pF C = (Cet Cz) . 2 = opt

→ Fo M = 0,18 [11-1] G- BWP = 40MHz



with Rm : gm,
= 130M¥ I, = 75µA Is - 130mA

Cz = Lpf C = Gt Cz = 3 pf

> FOM = 0,54 ( V
-t ) G- BWP = 80MHz

Two alternative ways to deal with thee zero singularity
without altering the performances of the amplifier

e
.

⇒ Add a voltage buffer ice series after the
Miller capacitance

i
:

Ms / With this expedient, we euautaiu"*

the Millea effect of capacitance^

Ce C adding up with capacitance
gm.ua§ ¥ If it Ce to attain the pole splitting,
= = = C R2 while completely avoiding the$ ¥7. iEEdn¥TEETH:L:DI =

current) -

i
:

Is
⇒.

/ Ms
•

I t

T
n i

'

0$ $ ⇐¥ ¥4 1¥, The three capacitors are
8mYd R ,

C - o
-. . dependent, therefore there

= = =
Rz are only two (finite) pales

source
MB & IIIC, There is now me (finite) zero

follower = =

The lower pole is as before, since it's dominated by the
Mielec effect ou capacitance C .

The GBWP is as before too , since the gain is also the severe .

To compute the higher pole , we can consider C sheeted and
evaluate the lower pole of the corresponding circuit

i
:

Ms
⇒.

I
Rid = OT gmos

→ high pole independent

⑧ $ '¥ ri. .←⇐
Him ear .

•""'

=

'I
= e.fr#z

'

gmstfz 9ms

¥1 Ca
y f a

1 gins
&
zit ETC?

=

2 ht Cz

2
.

# Add a current buffer ice series before the
Miller capacitance



i
:

Os
Ms /

IM
a

C is still
n -

- gm Revs.¥¥¥¥÷#E÷. IEEE:&:L:±÷Ea÷÷
.

= = = C R2$ ¥I↳ In a first order approximation,=

& C and Cz are in parallel,
-

, therefore there are only two
I. DO ⇒. 1µs independent capacitance and
I so only two poles .

on.¥¥¥ n.

= = =
MB

'

C R2 The lower pole and the GpsWp

Courteau
I.
⑤ $ # C

,
are as before .

gate = =
There is now we (finite) zero .

We can compute the higher pole just like in the
previous case : i

:

Us /
1,

HM
cos .

Re = Red Fgm, = tlgms
^ gmos

gm%§¥⇐¥ it RE' - o → high pole independent
= = = f ¥ Ot Rz of lead cap .t.to.

=
' ta - auto ' EET )

great Fore
-

To summarize what we've got so far :

G-BWP ft fan t
RHP

Gms GmsMilder 8mLa-c aitc succeed •

-

LHP
Miller t

gm, l gms 1

Mulling LEC zu-cfrn-tgm.gl 2-uccetca72URNCCKCak.CI
resistor
-

LHP
Miller t

gm, 9ms
voltage sac

•
are@ A

buffer ( 8m3ac) ( 8h32ace) 2nd

#der
LHP

Millet
gme gms approx .

current aac •
are

A

buffer ( Anzac) ⇐ EYED ⇐ (Lz EYE. )



These results were obtained by considering the voltage
and current buffers ideal .

By redoing the calculations , taking into account the
non -well resistances of the buffers ( Kgmb) , we can
derive a more accurate value for the singularities of the
transfer function :

e
.
Miller t 0¥ Buffet

lady
i
:

Is
a.

/ Ms -

T
Y

'

n

°

,
1 !

.¥¥¥d¥t÷- hit
s.= = F

R2 i i 7
MB $ ¥5 c, te t = fz i

= =

> fz --E f, =e-
2.it C 2K C gmgRiR2

l l

t :÷÷÷÷÷÷÷¥÷÷÷i÷÷¥ crate.
- I 2 2 I

G-BWP = f- a = fz to have zero and pole cancelling out and

One
=
8M¥>

ye = c
,
= app

good phase margin .

2 it C 2TCa 2. a-C
l l Gms = 8mi

↳
Gms

-

- Gm, = 130mF
> Similar frequency response of the welding resistor,
but FOH is impaired by the buffer current
consumption .

Overall not one outstanding solution .

{ Note that the use of an active buffer implies that
the

power dissipation will be inherently higher in such .-
configurations .

. '
'



2
.

Mildest current buffer-
a

-

i
:

B l - -

Is Ms
F

•¥ # ¥

"""

t
:

,= = =
MB

§ C $R¥I f
Is * Cz e

= = J2 = £3

> fz --E f, =e-
2.it C 2K CgmgRiR2

l l

£=2aE =

a

way
= ¥32E f gmstgmsgmrsRe )
*

y
' It
.
- I. Enter:# Here.ca/ !!!!!
the poles estimates yielded a ✓gms=gm.
meaningless result ca > Ce

fan and f, eeriest be Leaky close to owe another for the
approximation not to work properly , euaoybe even
overlapping (eauepeex conjugate poles)
must solve the sectored order equation : float sbet I = O]

be = Ce Rio't Cz Rio' = Ce +
Ca

Gms gmsgmrsRe

b
,
= Ce C, Rea'RE" re Ce Ca

Gms GMB

Instead of solving directly the equation , we can make
a comparison with the general form :

( Eet ws.at I = o] p
.

.

jw
'

: Wo

5%7,491 ( form factor) a

Q =

l (quality factor)
25 ...

> w
.
= gmgqm.rs

'

Q - Imus
.

= Fms - F > t

B

If the Q factor is greater than 112 , then the roots of the
poliuouieae the poles) are complex conjugate .



njw
The pole paiz weaves from real to complex
as the value of Q increases, up to

"

the point where they become entirely
imaginary .

>
a At resonance ( w - wa) the Bode plot
displays a growing peak that grows

- w. proportionally with Q .

Q -> + is

/Gala

:

40dB
-

: 1¥
0dB :

:

"

"

- ÷ > f
: GBWP

:

fp, fz fo ;

µ
.

-.

:\
I i i ÷ > f

\
:

- - - - - - . . .

\
:-.-.....

.

"

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

,
,
,,
-- - - - - - - - , , - - - - - - - - - i - i - - - - - - ' ' . - . - o - n - .

Note that :

• The actual phase euooegéue might be quite different
from the one obtained considering the G-BWP as the

0dB crossing point, due to the amplitude increase
in the resonance peak; a solution to avoid this problem
would be to move the zero at a frequency higher than
the G-BWP

current buffer compensation
° The position of the second pole f. in the Ahuja t
configuration is less dependent on the value of Ca
( load capacitance) compared to the second pole fan of a
weeding resistor configuration .

5- a
"

i??'
⇒ go =

I gmsgmrs
'

a ¥2
Gms 21T CeC2
arc.

£2 = Gms
2Ñ Get G)

0
C



Is there a way
to achieve the same result of the Ahuja

compensation without having to supply the current buffer ?

VDD

/ Ms Ma l → Use the bias
- D

Re } current from the

: / :
t Ce Ms

*... first stage to
+ "

y, / =3 e.

,

gmigmsRe od supply the buffer
, 8miOd g.mil?eGd

Gout

µ µ
• T K I

° This configurationBe Bz Cz

Ods
C

R. }
⇐ operates just like

r z
= = before, reducing

a t T .

power compensation
µ. gmeooz' while retaining theMe I Ma

same DC gain and
!÷ Vat the Miller effect

"

ou capacitance C .

÷

I Mt Ms t

Ahuja - cascade structure

single stage differential amplifiers

To obtain a good amplifier out of only one stage , using
the same structure that we've used so far, as we have
already seen requires both a low overdrive tension of the

input transistors and, most importantly , a very long
channel length :

, y
> 2=2 Cgs . gtm ,

Gd =

gme Croak rod = 2¥
,

- LIE. . = too ÷ l
Mz :

"

i
:

= YET
.!
- miiY It : / mu : out

"

I f
°

•
0

However both decreasing You and i

M
,

142
increasing L have their limits :

once the overdrive goes
below - 50mV !

:

the transistor enters weak inversion 2I I °

and the transconductance saturates ; I Ms

on the other hand
, if L increases then

W has to increase by the same amount to uearetaiu
the Loewe factor constant, determining a total increase



of the transistor dimensions proportional to the.s.q.u.ao.ee.
of the length increment .

Too big dimensions will cause
the oxide capacitance to become relevant and new poles
will

appear
at lower frequencies thus impairing the

frequency response of the amplifier .

E.g. : VÉ= 711 Voxin = 0,411 Lmin = 0,35µm C'
ox
= 5ft

gmin
= 1,5m¥ (%) 150 (%) = 7s

v 8mm = 0,75m¥ 14

• Lo = 21min → G-do = 140 = 42,9dB poor, we
want

at least -80dB
↳ W = 75L

,
= 52,5µmMo

E- =fµo= 8mm = 1GHz pole introduced by the Cgs
2I(2Cgsm) capacitance of the viewed transistor

• L = 1002min → Got = 7h00 = 76,9dB good
↳

w = 30 Kim
.

= 2,625mm ( hege ! )M

f; = Gmm = (WL)mfµ
.

=
I

go.gg

' F'to = 410
- "

£%= 400kHz
2ñ(2Cgsm) (WL)! T

tooled

⇒ Trade-off between gain and bandwidth

we then need to change the aeeqeifi.ee structure to go
Beyond this limitation

⇒ Use a cascade configuration for the output resistance

I 1 Improved output resistance withi *
Mz

same channell length :

- / Mu .

"

/ Rout = gmro-112k• * Ma ⇒
y-q.ee
,

= gmro'll ro = re

- / µ , +8mF-res improved only by a
£

o Gout

sign + ± factor 2 ! (before it was %-)
o

2 Roz
.

*
µ,

> Need to increase lower
M
, branch resistance too

.

¥
:

• Calero are the same)
-1,0¥

"

Ms



I 1 Rout = gmr.%28mri-gn.LIi

Mz 1- G-eooq

. I mu .

in a

" ⇒ Cod =
gme gmr¥ = µ Cid = 90dBMgm . * µ ,

☒

µ ,
8mF
'

> many
orders of magnitude

☐ Out higher than the previous G-do !÷
,
! ,↳*÷÷÷ (same order of two-stage amplifier)
Ms

⇒* Mg ☒ .

^

Mgm 2¥ + There is now only one high
•

same
• impedance mode in the ioeceeite

* channel length
µ,

(since it 's single stage) and thereM
,

<Mgm, fore only one low frequency pole
< !

:

☐

I
⇐*"

Ms
=

G- BWP = Go fp = gmaG¥Éq# =

telescopic cascade = 8me_

/ G- d / ^
2K Ca

Aee other parasitic :

capacitance see very
i

law resistances (once
Cz is shorted ) and i

introduce poles at
:

frequencies in the :

!
£

order of the ft of fp
the transistors .

\
I

= single stage amplifiers have 311been introduced because they
do not need any form of /

* 5°F" *
/

Join,frequency compensation
unlike multi - stage amplifiers = . / -

n
- " ^

0,711
> /

. *

/ 0,14
1

Issue : reduced voltage swing VBM 2,2N qg④ gov ☐ Gout

✓ r

Each added transistor requires qg,,
☒

"

qty[
☒ . VB
"

9911
a certain voltage drop in f
order to function properly . 0am . Jo,eu quit •

0cm

0,7€ 971
You = 0,1N VT = 0,611 ueiuiuuuu value

to work in - gets /
:#

.

1saturation region =



311
=

The input common mode voltage has a

limited range of values , determined by
the operating point of the tail generator
and the cascade transistor

.

-

V. This implies that V. cannot be any lower
as .eu, th: ggy.ug.to

aeeow the input to have

,⇒
c- 0,84

The output also has a range,
determined by the current 2,21,

=
mirror and the cascade 41-

transistor
.

V

I,↳÷¥%.EE#eaeIhFeu..aov
swing ( actually , the left Gzauch

of the uieueoe limits VB at no more than 2,211)

€

Depending on the value of Us , the two
-

ranges can
be
very

diverse both inoutputoeaugeteruesof mean value and swing width .

Hmmm trade - off between input and output voltage swings
At least their values are somewhat overlapping .

The application of the amplifier defines what the input and
output voltage range should look like :

MR 2

Re
0in .#-

o -

o Gout o Gout
^

o t a a
0in← t

^

( % % %
K K k

Vbias Ee k k k

Vbias ¥ ¥ I
€

.

€
.

€
.

Solution : use p
-type transistors

"

in parallel
"

to the

imovie Etawah f
(
"

flip
"

the components above the input transistors
so that they share the same voltage drop )



Épée
=

Gm in Od

⇐ ¥

.

• ¥?± .
Rout = gmro.rs//gmro(2roNrg)

T rool +2r
n

s"8m )
gmoo,

= gmro
'

↳ Gee
,

a 3-E) * ⇒.

rg = ro

← µ(2ro4rg)

¥518m ↳
• Out ⇒ G-d = gmin 8m¥

3py2ro Tater

¥ -0% fgm.in#d small reduction -

• .
⇐* * of the gain dire

-

a. Id^ to the non - idealI
Ygm.

current generators'
i t-f§2I , 1
* *

E- =
.

= fp - l
20cLRout

folded cascade
BWP = 8min

2Tech

frequency response is the sauce

←
↳

Ia-f8T9tVf@Ia.r
""""

¥¥-
*:* -

*

÷

.÷:÷
.

2,94 o

EH

viii. qox /¥ qoi,

gov
1,411

⇒ .

←
.

97" /
a.

on
* / 91 "

⇒

0cm 0cm
0,711

cannon mode ← /
9711 IÉ

9111 /☒ 2=1
,

9¥
,
a.

It
*
Jo,#

aetput→ge

E- =
.

=

Input and output have almost the exact same voltage
range , furthermore they both increase as V13 increases !

→ No more trade-off between input and output swings



Ice scaled technologies, the power supply is however much
lower than 3N (typically around TV )

> Improve the output voltage swing even further, by
lowering the minimum value (gov is too big
compared to ex )

> enhanced mirror xs
.

standard iuizeoe

i i i i

f- ya
o Gout Y o Gout

n

] § 0,111 97V 0,111^

Q7V / 9N → K- GAV
a /

ice scaled
- Jo,ex 97V - /97V

technologies ,
I :L

,the Vt can
= = = =

Be reduced-

down to -944 Oauth ⇐ 0,211 Vautin = 0,811

The cost to achieve this improved voltage dynamic is
the use of an additional power supply Vc

.

Issue : higher power consumption
need some current in
the mirror branches

g
,

we

Ia. $0 $0 Ia. > Ii to set their bias
r r →

In a telescopic cascadeI
→ n

→ the total current is

tf * ⇒.
2 Ie

,
while in the

folded cascade the
total current is+Ii t Ie / Vis

Kut 2Ia. > IIe .

- By how much does Ia.I
. If IT . - $. have to be bigger than Ie?

' § ,

- / How much one pewee
- dissipation does the

/§2I , Be folded cascade entail

I
=

with respect to the
'

telescopic cascade ?



In order to iuautaeu the bias in both the eeieoeoe

branches
,
the head generator (Ia) always has to provide

Moore current than what could possibly be needed by
the input transistor .
At the maximum differential input signal , ale current
from the tail generator ( 2Ie) will flow through just
one input branch . The head generator of that branch
wild then have to supply more than 2I, to allow
sauce current to flew in the uieoeoe (current cannot
be drained from the uieoeoe) .

Therefore it must always be granted that Ia. > 2Ie
I

The folded cascade dissipates at least 2 times more
than the telescopic cascade configuration

Multi-stage differential amplifiers

we want to achieve a even higher differential
gain in the order of >I00dB_

> must use more stages in cascade

in low bias
. •

implementations,
••

Ian
. *.

only achieve
so clutch com

,
• ④G-mz • D-Gms

• - # ¥ at ¥ H¥Ñ
stage

↳*:Éf=¥±÷+_⇒M3
:

:&
p -

• "

.

Ms
T .

☒J T
Me Ma

*
1
/

1
Mo

±'2I, Mo
⇒

-

* .

Mt

= = =



→ high G-me to reduce noise

G-
me
=

me
=

1,5m¥ Gm
,

= Gms-0,5m¥ Gms = Gmo
-_ 1m¥

R
,
= router

,

= Litke R2 = rotl rgz = 140KR Rs = Took rgs=7OkR

Cy = 0,1 pF ↳ = 0,1ft CL = Spf
+

they're the c¥µf. NESTED MILLER

parasitic Cgs g-+

hence oeey Gm
,

+ Gmz - Gms •
Oort

°

] Re ce ,z§ ¥ g, g

COMPENSATION

said
"

§ f- § f-
2I
,
-_ 150µA = = = = = =

G- do = Gm , Re
-

gms
- Ra . gm•Rz = 3,4 -10s = 110dB

✓

70 70 70

assuming µ= 140

£, =
I

2. recur,

= 34MHz £2 = 1 f> = I
2tlCzRz

=
M MHZ

zu-q.kz
= 455kHz

/ Ctd ^

moons

unstable !

÷
÷
: :

d%ec
i

'É|£3 f-

> Miller compensation (m ) to increase the time constant
related to the ↳ node (and edueoeease the are related toG)

'

☒m
(1+6-3)Us

↳ #gqm,Rg→
↳3=70

G-me + Ctmz
✓

- G-ms •
Go

o -

*
+

* ¥ t.ttR2 ca § C
,

= = == = = =

=Cm(it a-3)
← Miller effect

⇒ f; =1- lGaGs^
2. it Rzcm G-3

☐

f) > G-BWP 's Gma

2K Cm
G-BVVP

'

em = ? gf.
'
= ?

I



✓

fj =1- only one pole
2ñCReq

Cm short

C = Catch

ng-+

goReq = 1331112211 = ¥m
,

r r

Gms
.

!" + G" µ¥¥
- Ams"

t.fi#at-=.Re R2
⇒ f) = Gms

= 31,2MHz = = = ⇐ = =

2ñ(Catch

The Miller capacitor introduces a (RHP) zero as well :

⇒ fi = Gm- → 2 G-Bwp
'

2 ltcm

2702

loin = 180-90
.

- arctgfa-BGY-YPJ-arctgfa-BY.JP) = 60°
> f) = IOGBWP

'

→ Cm= 10 .

Com - (cat G) = 2SpF
G-m3

£, =
I

2µg ,z,
= 34MHz f) = 1

= 6501-1-2 f) = Gms
= 31,2MHz

2tt☒msRzR3 2lt¢LtC2)

( fi = = 6,24MHz)
2 The Cm

/ Ctd ^

"°"

"" ""table "

i. .

÷:
i

i÷

°dB¥;ii;µ§É¥dg%k
☒

> Miller compensation (M) to increase the time constant Em
related to the C, node (and edueoeease the one related tea)

3) Vs

foully a-
,
is inverting

so to retain the

0s
Miller effectf-+

,

•
Oort

Wh
Gm
,

④Gma •Gms

µ µo -

od

g. § ¥ p§ ¥ Rs c-

= = = = = =

Cnut 6-26-3)

> f.
"

= 1

21T Gyre G-acts
Gd = G-eCt2Ct3 -613WP

"

= G-me
2W_CM



1f-a
"

> G-BWP
"

£2
"

= f-
↳ shouted

=

Cm shorted

Us
↳
"→

§
•
out

•

÷ ""

* ¥a k¥Re R2

Cnn

(
Rt //R3= 28th

two independent

.

capacitance -
- Gm
,

☐

Vault
two poles

= =
- G-me

= =

Us Ctmzls

c.

- ""

¥ Ri" = Rs " t e

G-mzctmz Res
=

G-mzcom
>
Res

= 7°"

= = ← G-me
=

G-m2CtmzRe3Os
G-mzR3e0s

is
← r

RI = Roux d l

G-mzce-msRFG-mzctms.kz
= " ↳^ ¥

""

/ R¥§ +Cy% 11cm =
- G-me

= =

Fs ^

Rin = I = V2 - Ou

is is

↳

←
- ans >

tf { u÷µ
? is + i. = is + a-mire

±× {
Or = -

¥

Rz 1231

= ← G-me
= ¥É? is = is = - Connie 02 = -isisGms

1- + 1- =
Gms - G-me = IKR→ Rin" =

-

Gm
, Come G-m3 G-mz

am
. a.m.am.

+ is,V2 = - I f- is / GemsRat 1a =
- tgm.fr#ms(YEsi- is) + is)
V1

= - ( is = ¥-5m,( G-mrs Rat 1We t
a.m,

+
is

Ctmzcim, RzR3e G-mzG-ms.kz) G-mzCimzRzRset1
-

t )
↳ ( G-mzCtmsRzR3i + 1) = - Is ( Ctm>RzttEtmsRRsi Ctmcim>Rt) Exact calculation *

We =
-
is Rµ(G-msRz t 1-G- mzctmsRZRs.it 1)

→ £2
"
=

1 Ctmsctmz

2ñCm(Com
,
- Gm
,)
= 6,4MHz

2ñLEÉ'+c + (centering]
=

7ps 25ns 71ps



There is a new zero as well :

→ fz"=GmÉ①
2cµ )

⇒ G-BWP H → it doesn't affect the
frequency response too much

teauscauductaeece < ( it's a LHP zero and will
covered by the bridging at most improve the efm
capacitor Cm by a small amount)

Note : the value of the poles and zeroes is at this point
of network complexity , just an appoeodxiueaticee ;
these values should give an idea of the sizing
of compensating capacitors and the behaviour of
the circuit

,
which should there be tested through

simulations
.

A

G-means = £ I G-BWP =
G- me

2K Cm@mz- G-mz) 2K Cm

→ cm > Cm G-meccans- Ctmz = 37,5µF > Cµ=FSpF G-BVVP = 3,2MHz
G-me -6ms

I
= 9,21-1-2 fÉ= Com

, Come
= 6,4MHz fz

"

= ???£
"

=2TlCµReGmzGm
, 2tecmCG-ms-G.me)

( fz
"

=P? )

f simulation
/ Ctd ^

still unstable

: again !

÷:
i

no.

0dB :

On
'

÷
i.

- Eg - :

:

-
IT
-

- E. . - - . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
. .

. . . .

2

Our approximations were not accurate enough .



The low frequency pole was computed correctly .

The high frequency poles and zeroes have to be estimated
weare carefully

> We can hold on to the result related to the low pale
and study the circuit at higher frequencies, while
also neglecting the parasitic capacitance that
are negligible with respect to the corresponding
Miller capacitance and load capacitance .

> the resulting network is a second order network

associated to the
low pole

e-+

•
UartGm

,
+ Gma - Gms

§ ¥o -

do

a. § ¥ a. § ¥ Rs

= = = = = =

bas't best 1 = 0Q
1 S2 C-Cm + s

Gms - Come Cm + 1 = 0
Word
I

G-Ms G-mzG-mzctm
3

[ Wo = Ctmzctms
'

G-mzctmz §m
"

]Cmc,
Q =

1

(Cams- G-mi

notte how changing Cm won't affect the position or the
amplitude of the resonance peak .

Instead
, changing com

,
or coma (or even Cnn) will change

the Q factor and thus the peak amplitude ( since Q
is directly proportional to the peak height ), moving it
below the 0dB axis

.



11 Slew Rate and settling time 11
Deut
r

E

y
Cod =Aot+

on

its" E e

-

bout

it rn rn = i >
I t

Ao
^

i closed loop pole → fa = G-Bwp = l

! G-d 111 2T I

÷

ya
-BWP → e - l

morphophonemes 2let G-BWP

0dBmm÷mmmmmnY÷imjza
,

>
ffo Vent fo fo Gout = E (l - e-%)

Yin -

E

• t =3I → E = 5%

However closed loop pole is a t = 5L → E = 1%
NOT the only limitation:

• t = 72 → E = t too

-

/ o t

a

←

-

en Gente

Ec

Ramp rate or seen
rate

csr,

"

E Stein
#

tseew
>

I t

At the beginning of the
response, iftheiuitialexpoueutiaeslope(E)issteeo#
than the electronics slow rate (SR) , then it will
grow linearly according to the slew rate

.

The response will then move from the slow rate limited
region to the linear region ( exponential growth)
in such a way

that the continuity of the derivative of
the signal is retained .

In other words
,
the link between

the two beauties happens when :
-

this relation returns

(EE = SR → the amplitude of it as
- well as the length of teen,

settling timeIts = tsbew +

that
shew = E-AI

SR E - s e-the E (e - E) → teen-- I lie ( Fe



Consider now an amplifier with more than just one pole:

:

: gmout
! 2ñ②

odÉjiyffi

wouldn't it be better to move fz and f, at higher
frequencies , above the 0dB axis (

"

in band
"

) , so that
the amplifier care better handle higher lead capacitance?

Let's study the behaviour of the closed loop singularities
in a single buffer configuration :

G-loop -

°

o(s) - - G.
•

1t
letSID (1+54)

[

G-BWP
* fu = G-BWP 4.t

f,
% f, fz f,

>

a

" "
"* " + •**

=
:

one pole I
:

two poles + one zero

: :

:
:

: :
and

i
! G-BWP

: ÷f,
G-Bwp

*

1-(s) = Vouet (s) = G- loop (s)
Vin 1- G-loopG)
-

l - G-eooq(s) - 0

G-• (11-54)
+

(1+54) (e + sea)
+
1 = 0

G. (1+54) + (1+54) (1+54)--0



Stats + s (-41--4+6%-4) + (Gatt) = 0

Go → co

*

pie
=a

> > > > ¥G-oIzt Tatts

> EL = Coo -4 + Tete
p,

= ¥
, Cooter

= Iz + Titty

valid if p,eepµ
Go

1= Iz 1-T 7
ate- G-BWP*

[
*

pµ = Iet Iet Got-2 =
G- o Iz = 2Te G- B.WP

* £-2
Tata Te Ts fz

→ G-Bwp = G- Bwp
* £ (0dB crossover)
fz

Laplace transform of a step as high as E

Step response :
[ E-

•

.

•Yours
⇒

TCS) / ±
(11-54)Hart (s ) = Es Tls) - ¥

(y+szyµ+szµ)= €3 / A
+

☒

-1+54 its-↳]

A = live ltstz
. (1+54) = 1 - THI

-
IL - Iz

s→ -4%(1+54) (1+54) 1- Ttyz, IL - TH

B. = lieu ItsZz (It site) = 1- THE =

Iz -TH

s → -4-4+(11-54) (11-54) 1- IYzµ Th - Ite

vault) = EIA (1- e-
"

%) + B (e - e-%)] =

= E / At B - Aéttt - B e- ten] =
-

IL -Iz 1- Iz - TH
=
I

IL-TH

⇒ out (t) = E ft - Aé
""

- Bette" ] Tweets

Venta

E

(only considering time
E-B--t constant limitations

,when é¥=O£
> no SR )

e-
"" is still =L t↳ the term related to Eµ

"

dies" much faster

* A- = Th - Iz = IL - Iz = It

G- • Ez
= ④

IL -¥µ Is G-BWP*



> Moving the zero (f.) and the high frequency pole (5-2)
at frequencies lower than the G-BWP,* while in a
closed loop buffer configuration, will cause the
closed loop pole ( fa = a-Burp

*) to split into a
low frequency pole (f) and a high frequency
pole ( fu = GBWP) .

As the zero weaves towards louver

frequencies, f, will decrease accordingly .

Considering the response of such configuration to
a step signal,

it will have a first initial phase
during which the exponential term related to the

high pole fµ will rapidly reach the asymptotic value .

The lower the zero
,
the shorter this phase and the

higher its endpoint . However, it will also have a

second following phase related to the exponential
true of the low pale £ , which will instead slowly
reach the asymptote . The lower the zero

,
the

longer this pase ( since I, a -4) .

For this reason
,
in order to have an overall faster

step response, it is better not to have an amplifier
with an ice - band doublet .

The same reasoning can be applied to an amplifier
with the second pole followed by the zero :

jwn
Oauth

Ei--,
e
e e e r

r

r

e . . . . :> . × > >

^

. |^ fz f,
-

,

>

a
r

r
e <

<

<

2-

fz decreases → less peaking but

longer transient

what causes the Slew Rate

Buffer configuration . step signal with amplitude E
applied to ctj U

-

can be seen as fixed ( feedback has not
occurred yet ) .

If E is high enough (at least > (v2- 1) Von ) all current of the
input stage (2-4) will flow through only one branch .



this is actually not so accurate
Rising edge : since the small signal approximation

/
*
Ms Ma ⇒

1
-

does not hold anymore
1

9msUs = 2I,

t
: / Us = 21=1

E- : 2Ie Gms

150m¥
ut *
I 2I,f. ⇐,¥>→ ISR" ⇒ SR"= 2¥ = 5¥

Me 3pÉa)!÷
2Ii -

- ⇒

* ÷
.

~

Ia Note that while the

±*⇒ Mz input is positive, the• 1-
output is negative , as

the overall gain of the two
Doc = 2 Iet stages is negative .

c.

In order for the transistor Ms to carry 2Ie.s.ig.x.at. current
upward, it must be biased downward with an even
greater current ( i.e .

the transistor cannot carry a
total current = signal + bias that is negative otherwise
it would turn off ) .

⇒ Iz > LI
,
= Is

what happens if this condition is not met ?

Ms will indeed turn off . Furthermore, the will have to

go
into ohmic region since it cannot carry 2Ie current

anymore
but instead has to match Ione 2Ie forced

by Mo
,
which is now the only path the current can
-flow through .

I Ms the
☒

/
Hence the current through :L IFcapacitor c will be

t
: / Ms

→*

: ohmic
Is instead of 2Ie,

EF .
*
Hate

*. ¥F→ (SR"= II ] Me Ma\ !
:

r
--⇒21T

✓

µ, *:
'

#

The Slow Rate is now limited I*⇒ Me

by the bias current of the
second stage .

DÉ = t



Falling edge :

> SRI 2 Ie
C/

µ
143 Ma ⇒

/
-

:y↳: / Ms
→* The circuit behaves

: ie.at# symmetrically
☒ •

I 2Ie
like before .

*

H
*→ FSR"'

Me Ma C > - ^ However
,
there is we! "

pathology
"

,
such

as

r*

Ia* µ,

"" I
' Ms turning off , or

142 going into ohmic

v (since its current is
Doc = 2T¥ t fixed by Ma) .

What happens if we consider the lead capacitance too ?

I 143 Ma ⇒
/
-

t
: I ¥É=Ms →*

ya z±÷itÉ , eE- :

\Splintf.
*
Hate *tÉ7=

.
Me Ma

r

C\ !
: → In__d€ ,2I

,

~
.

- ⇒

v1
µ,

~

#
→

= gtjzcintc
= 147

Is = 2I, t SR
"""

CL E Is to keep Ms aee .

2 I
,
t 2Ie Ch F Iz

C

T Is > 2I, CTCL more strict than before .

C

If the condition is not meet , Ms will turn off , Mu will

go
into ohmic and Mo will drain all the current (just

like before)
Ia = Ict Ic

,

=

#
He - - Gout

He = Os - Oout
dye C + ¥ CL =but os does not

change (it instantly dt dt

reaches the steady state = SRC"⇒c + spent> C,
value required by Ma)



> [spy't> = Is /
c. + CL

gpy, , {
SR
"""

= 2¥ if I, I 2I, ( It E-)

SRC
""

= Is "

Iz e 2Ie (It ¥)
2 Ct CL

limited by both Irs and Ci

/
*

143 Ma ⇒
/
-

↳µgµ
Ks V0} = In + Is a

= Is + 2Ie (1T¥)
: / :)

:

☒ • .

I 2-tei-SR.mg

similarly to
*.

H
a. .lt#f=-/-SR" the situation

Me Ma C > ( v e, without G
,! there is ie relevant

2I
,

r
- ⇒

* ÷
~

Is
→

issue related to

I*⇒ Me µ, ± a falling step signal
(positive SR) even

Is = LI
,
+ SR

">
CL = 2I

, ( it E) with a load capacitance

SRH = Splint' = 2.I
,

c

> SR
't'
= spgiiint)

To seuuueaoeize : SR splint = 2 Ie

> SR
"
=

<

if I, -=2Ie(ItE)
green = Is

C +CL

→ Alecu Figure of Merit :
'

Foil := SR - Cu SR - related
Itot

[Fail := G-BWP.CL] G- BWP - related
Itot

We generally want a siwwuetuc Slew Rate (SR"' = SR
")
,

so having I, > 2Ie(It E) is often mandatory , even if
it means wore power consumption .

↳→ + co

FOM =
SR - Cu

=
IIe

.

CL
=

CL

Itet C 2Iet2Ie(1T¥) 2C + CL
> £

What happens (to the SR) if we consider a compensating
mulling resistor ?



1.
*
Ms Ma ⇒

I
-

lad /
a
(settling time would be

0s worsened by are
:) Ms

→*: / - in -band doublet)
⇐ : I '¥

, g.

31¥
'

-11-1>7-0 :
-

⇒Me 142

¥:#
→

21J .
- ⇒

Mz µ,

1=2

Venta
or ?

/ ^

§ g- R
- I

⇒-1=8

"

I.R

SR

eiuieted
. =/ ISR

-①
ISR limited

f = =

↳ initial step É

→ The welling resistor introduces a step at the
beginning of the response

Is it possible to improve the slew Rate of the circuit,
without impairing all other parameters , but most
importantly without increasing the power consumption
(that is, without using a large Is) ?

We should redesign the tail generator Mo since we want

it to carry large current only deicing the transient
(when the SR limitation occurs) but a small current is

sufficient during any other operating paint .
3"
-

Fm Use the voltage increase/
*

143
^

9811 ⇒
/

Os at the drain of Mu tot
:

:| Ms
→*/ Ma pilot the gate of Mo and

E
-

"

therefore increase In .

! 1411
→ We invest fix and outedf.

*
It *° ) µ.

Me the overdrive of Mo, so\ !
: there needs to be a

E-*21T
'

r

n ,
¥! Ia voltage offset between the

I⇐⇒ µ, two nodes
.

0,811

How can we build this voltage offset ? → Transdiodes



VDD

I Ms Ma ⇒
1 Allows to keep low1 bias current Ia
: F:

Ms
→* (therefore lower

.

-

Mol power consumption)
. Rmf while retaining

* ⇐⇒
^

i*
'# ° the internal SR

.VGS

Me Ma
n

C =
c-

qFoµ =
SR - CL

→

Has II
Mg %

ÑÑTaaufigurationf.LI
,

"

v10.* ⇒
-

* :# Iz
'
will also (positively)

= tht tho

=L
Ms 1- affect the overall

gain and phase euaegiu
}}

class A- B stage we

> the added beards current is

widely compensated by the
reduced Is current

I / Input Referred offset / I

311

o - o -

+

⇒

i*et*Vem -7,511 "

I,sµ±µo;+
1 "

yosout
O

O O

= =

Viet = Ad Vii
L >

statistic det#c
should eeq

should be kept since it can
below a resemble value be controlled by the designer

311
-

Deterministic offset I 143^9811 ⇒
I

0,811 -
n

: / :
Ms

→⇒

Transistors Ms and Ms
°

2,2g
"

the
ur

must be sized so that 1?" . -1=11"
their currents precisely match *

t t
1511

r

each other given a mid - Me Ma

¥
:

range cornerman made input -

yg@µA=2I, r
-*

*
÷t~I2✓

1k¥ My= Ms 1-



If not, their drain will increase or decrease accordingly
to compensate , returning a voltage offset at the output

VDD
^

Statistccaffset l
.
Ms l

T

(A) and (B) should theoretically be *,
: / :

# →

at the same voltage level ,
o :

the o t ¥

provided that both transistor t?
"
# .

pairs are symmetrical . e.
i v

-

tsx

Me Me

In case of a eviscerated in the Ke
,
the ¥

: Kalka

transistors parameters ( like different 2Ie -

✓

Vt or K ) then (A) and (B) may differ, I Ms

causing a different current flow icu the

two beauties and therefore a residual, man - negligible
current at the output of the stage (source of the offset) .

Since the variation of the transistors parameters is
a statistical matter

,
it can be represented as a gaussian

function whose spread depends on a certain variance at

The objective is to find the expression of this ⑧ and to
find its relation with the variance of the output offset .

> We superpose to
the ideal DC voltage condition

the variation due to the euiseuatch
.

O

Vas Voy
-

l
14,

/ Ie = Kin ( those - Vio + ALI)
-

Ie

: / Ma
:

"

AI Is = Kin ( Vass - Ho - ELI )
"

÷

>
. it

Me II. Rout

o f Ie Iaf .

> A-I = Ie - I, = 2 KinVo: A-Vt
GAH
µ,

He -
Ivi !

: ¥'IVt In order to Vb's

2
.

2

input - refer the l Ms l
. A

I Ms offset we have to put :

⇐I - tout
...
2ki%iit -- yes .g%

: ! Ma Feat

•
o

+ gminIos
→ dos = Ilk] ves0-M.IM#

Atkin !
:

r

± Ms



VDD

/
* Ms ⇒

/ Ii = ( K + A¥ ) (Vom)
'

Ii

:

"

AI
: Ma >

.

Is = (K - AKI) (Vab)
"

Vos gm
Me 11

.
.

> A-I = I
,

- I
,

= AK Vat = Iout
,,

*

f. Ie I't
e**
µ,

d ↳ > Vos = Akvai = A¥Va±
K +AK

!
: K - 1k Gm gm

2
.

2

±** Ms

= ^¥¥±Va,

mummy µos = 1¥ VI]d-Kin

↳ related to the input transistors mismatch

so
any

mismatch will cause a definite contribution
to the input - referred offset . However these mismatches
are not a umber whose value is deterministically known
but they are a variance , that is a measure of the spread
of the values the mismatch can assume .

Yasin = AVT + II.¥
A-Vt
t 02[•Tosin - •" 7¥

' (¥)]

Mirror transistors can be a source of mismatch too :

VDD

e- /
* Ms vi. - A¥ Is = Km (V÷Ét . -11¥)- = I

Vto + AIK Iu
&

Isf : / Ma
:

"

AI In = Km ( Vasu - Uto - AVI)
-

i

>
,

Me

•
•

> A-I = Ia - Iz = 2kmYo:#Yt
*

f. Is It
0¥"
Mz

= gmµAVT
¥
: ideal

,
without mismatch!

2.It .

±⇐⇒ Ms ⇒ (Vos = É Allt = You in A.Vt)
A¥µ 8min Verum -

Same calculation can be done for the K factor :

immune [ Vos = 1¥ .
n]

KM



To serve up
all contributions :

Vos,+o+= #Vtin + Allie .

Valin) + (AIin + Aku
Kin km ) -☒ in

VOVM

/ %
,

= oh
-

akin
+ OÉÉµ (Valin)

-

+ ( Q¥÷ + 0k¥:) . (¥2¥ ]V04
µ

How do we control 0¥
,

and Okie in order to reduce
F-

the statistical offset ?

The variance of these parameters is generally set by
the technology and the size of the transistors .

For instance
,
k depends on the inability µ , the oxide

capacitance C'ox and the form factor ¥ , which all of
them can fluctuate Leone their nominal value causing
the mismatch in K

.

In the same way , Vt is also a function of C'ex and in
general is dependent on the metal-oxide-semiconductor
junctions and therefore on the Mos technology .

This arguments will be thoroughly discussed later on
.

Note how the offset (which is typicaeeyiutheoedee
of few mll ) causes the amplifier to saturate every time
it is in a positive feedback or in a feedback - less
configuration, even with no input whatsoever .

R2
un

Re HDD
o un ☐☐f = + 1-

Y☐☐ ¥_

= .

: f. -

:

-

-

ky☐☐ O '

-

kY☐☐
VosO

- VDD Vos - VDD)
=

the saturation direction
is rare - deterministic !

Only a negative feedback can allow to have a stable,
non - saturated output (with , however , a fixed offset) .

¥1
r.ms

.

values

± 3mV# (H o
IE

- 1-
3V y

y v

- ou .
Gout = Hos ( It 10¥) = ± 33mV

-
+

tzv
Vos①
=



The negative feedback basically operates to G-alana

the internal eviscerated of the OPAMP (that is , the

offset) by varying the output voltage and therefore
adjusting the input signal to achieve compensation .

10K
# Oauth

←

Ik t
3V

H o M -

-µ response of the neg .

Od Ao Ao fb .
to the offset¥,? in.

÷.
= j

n

. .

3mV op
dating points#€

, - - of the amplifier
Vos - 3V

depending on
the offset

Gd e - tout IK y Gaut = - Ud ( t t 10K) = - It

1kt 10K IK

To have a deeper insight into understanding the
effect of the offset and the stabilization of the neg . fee . :

10K
rn

IK 3

q
rn

-

e! . . != / / 2

÷ / - I °

•

5
.

' I •⇐\ the internal mode from which+ !
±e* the offset is generated is kept

⇒
at virtual ground by the feedback

through an output offset

11 Coeuueae Made Rejection Ratio 11
+Odp -

Ad
,
Acm

or

0cm Gout = Ad Gd t AcmUcm

① t
= Ad ( od t 0cm)

-Uda fI
=



CMRR = Ade e

Acm

⇒ Gout = Ad ( od t YfY⇒

The
presence of a finite CMRR can be also modeled as

are input - referred offset whose value depends on the
common mode signal .

0cm CA

#
CARR =

CMRR

Ud
Ad

o
Gout

1

The effect of the CMRR occurs on top of the already
discussed internal offset .

3.V

T [ to
'

3mV- EEK [
idea

-

UdDC
,

Ad
o
Gout

At a first glance, it might seem that the CMRR offset
contribution is Iee compared to the internal

offset (Vos is in the order of mV while Ucmciyrp is in the order

of tens of fell ) .

This is int for 2 main reasons :

- the CMRR offset is time dependent, as 0cm can vary
over time depending on the input and so its effects
on the output are also variable

,
while the internal offset

is typically constant (drifts only with temperature)
- the CMRR is itself frequency dependent, as it is a function
of the amplifier gain; the AHRR can therefore degrade
as frequency grows meaning its offset will not be so

negligible anymore .

For these reasons it is necessary to better understand
the COURR and its defining factors .



VOD

la Ms tianya.gg If the stage is perfectly symmetricicmf t the common mode gain of the
: / Ma

: gian stage is ideally zero
.

µ,
i: o Krout Elian

0cm
. Lian ion l . 0am However in case of a mismatch

V

Me in the current euioeoe
,
there will

-0¥ be some current flowing through
1 !

: the output beauty gelding a man - zero
Em frog .

rgv ⇒
common mode gain .

⇒ Ms wfEEsi8
Wont = Oom = Eicm Rout =

cm

- Eogt > Gem =

E2Rggut
> CMRR = g-dam = gmin Rout = 2 gminerg ( the lower the error,

E. Rout the better the CMRR)
2 rg

What is the source of this error ?

r# B Ms Him ro
.

Eicm = icm - ion ¥+1-03
↳tf Gms

ii.µ / Ma
: qian 8ms

= e-
am ( 48ms

Me
" °

? ro
,
t Mgm)

0cm
. Lian ion l ' Oom

V etat
µ,

> E = I
= I

-0=1
-

I tgmsroz Ms
1 !

: T
En Srg . 1st deterministic contribution
rgv
=L Ms

Moreover
,
there is another source of deterministic error

that is due to the asymmetry of the stage seen from
the tail generator .

rain / t :e I
>

. A 143
R,
= Mgm , troi Ra = Tea tie
I t Gm, to,

I tgmzroz : / Ma
: Eicm

r

ft in 7

µ,
i:
I

=

ie =
Os Ra ia = LI Re 0cm

. ↳ ro
,

Roz ¢ .

Tg Ret Rz Rg RetR2
o, µ,G)r I

- ¥ a

E. icon = is - ie = Os Re - Ra
= Rer / !

:

"

Re r

Tg Re t Re dis Srg . it is short
✓

gear
= Fg %E7iar.ie Fog 2fmmr.in ⇒ Ms when

computing
the output current using

icon = 0am is =
Os Us = Ucm Morton theorem ( it was

2 ng 2mg I a short before too)
Vs = A E I
0cm



→ E Van
=
I 1 > E =

A
±
I

2kg roy 28mmrain gmmroin gmmroin
r

2nd deterministic contribution

mummy E.def =
I

t
t

= 2%

9mm rope 8mm rain

CMRR = 2 gminrg = 2.104 = 86dB
def

Edet

So far we have only discussed deterministic sources
of finite CMRR

,
which in our differential stage cannot

be completely cancelled out but can indeed be controlled
through the circuit parameters .

There is also a statistical source of error, again
due to

process fabrication man -uuifacunties, that causes
a finite COERR

.

Micron Vas

/ Ms /poetic . Gms # Gmu am ion
E icon = icm

-
ian Gmu transcend

. icmf . t Jms
- 8"

Gm 's euisueateh : / E :

gian
= icmfl - Oz,]

" if, the °

?

0cm
. f / . Oom

= ion A-Gmm I
ion ion

v ⇒.
µ,
I

leouiiual 8ms
Me -0=1

-

transcend
.

= ian Egmore > E = Agm . I t
.

T
a

gmm gmm
En Srg .

rgv

Gm .
-_

gmstzgmu
!
gm,

l M

1st statistical teaetribution - s

if Aegmm is small fagging. is represented by its variance)

Has Input pair
/ Ms I toeaeescouductaeece
- B EA

mismatch
: / :

gian
i: Ma -

IMe = E E

0cm
.

ti int
. 0am if tia

I
*.

8mi # Gm.
*.
µ,
I IFT from r.in?/oIFnUs

Q&a

/ !÷ gme I gmz
Srg . p

Srg
=L Ms
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We can
"

fold
"

the circuit by taking advantage of its
symmetry thus obtaining the new equivalent circuit :

= =

Oom Oom

-

T . 7 EL - I.
° Us

gmetgmz o

og gmetgmz

} rg Ergo rain
2

= =

Retweeting back to the
Us = 0am rgxrors*

rgkroiz-tmitgmfggm.tnprevious circuit, we can
new campsite in and is :

ie = Ofzint Gm, (vom - Os) is = Osip t Gma(Oem - Os)

E icon = is - ie = ( gm .- gme) ( 0cm - Os) = Agm in. 0am (t - rs* ) =
B.
*
+I
gm*

= Agm in Oem ( rs¥q*gm*) = 18g:*
in 0am ¥ =

2gmin = gmetgm!
↳ too + think

= arg train

↳ nominal transcend .

rg rains rg rain

= Agminoom2rggtrIgin-A8gmmiinnY@gfit2r.r!)2. gmin
t
ion

> E =

eggmm.in (et arraign) → 2nd statistical contribution

1

→ Esta = Agmm + dggmmi.in (et 2¥:)8mm

CMRR = 2 gminrg =
2 gminrg

Etat E.det t Esta z

t why is the statistical contribution to the CMRR error

related to the input pair greater, by a factor 2fo.iq, than
the one related to the viewed pair ?

2 How can we add together Edet and Esta
,
since the former

is a definite number while the latter is a spread of
values ?



= =

1 it ti, Esiiat = Agm in fit 2A)9min rain

0cm
. o 0am

* }' '§a* CMRRsiia+ = 28min↳
8mi 0ps .

Gma Esitat

3. rg
= If we wanted to improve the CLMRR

,
it would seem a good idea to increase rg
( increase channel length of Ms) :

live CMRRji.it = live 2 gminrg
Be→ • Again µ +2¥:)

= 28min . = cs !
rg→ as Agm

gmin gnnin

However the CMRR does not tend to infinity by having an
ideal tail generator as one would expect .

This is due to the finite output resistance of Me and Me

which allows the current mismatch to have an
additional path toward ground even when the tail
transistor is ideal

.

The additional ¥9T factor related to the input pair is therefore
needed to ensure that the CMRR will grow only if both
the tail transistor AND the input transistors are built
with an higher output impedance .

2 CURR = 28min rg Etat = Edet + Estat
Etat f I > root mean square

Estat = Ignore + Agm in (1 + 2-8) 2% f- ± 2% and

8mm 8min rain
> mean value of the

off = •2A&m + •£§-:in ( it ¥rq)
-

a gaussian distribution
gm M C#-)

e.+at-2

Agm
=
?

Em

gm
= 2K ( Uas - Hr) Agm = dgm = Idk (Vas - Ut) - 2Kdvr

Agm = 2dK(Vas - Vt) - 2Kdvr = d¥ - dVt_ ~ViGm 2k (Uas - Vt) Vox
, Fir

{ Hi = 0,6 ± 10mV⇒ Iggy = o§¥ + 02 1
*

IF
K = 50M¥, ± 10%

\¥ .

t

Adding Eaet to Estat means shifting the %¥E
gaussian of the statistical error by an
amount equal to the deterministic error .



i feet

÷÷i÷÷÷÷:i÷÷:
' the:*.ee#.asae.:ee..nau .

#

2% 4% Etat

Depending on the specifications on the CtlRR requested by
the user

,
the amplifier should match those specs by

having an appropriate error spread .

E. g. : I CMRRI > 80dB = 10
"

15,7% 88,3%
--

÷÷÷÷÷÷
.

÷i÷iii÷÷
*4%

Roughly 84% of the samples will watch the specification

In the end
,
how do we reduce the total CMRR

mismatch ?

As already said , the deterministic error can be
reduced ( to move the centroid of the error distribution
around zero) by increasing the channel length of the
transistors

.

On the other hand
,
how can we reduce the statistical error

(to narrow the error distribution) ?
We need to quantify a,a¥ and say,

to understand how they
can be controlled ( this is an important weather also
for the computation of the amplifier offset ) .

Note that 4¥ and Alf might be characterized by both
a deterministic term and a statistical team

.

I
.

The deterministic team represents the offset of their
gaussian distribution and is caused by a known, definite
set of iron - uuifouuities in the fabrication of the transistors .

2.The statistical term represents the spread of their distribution
and is caused by random, unpredictable differences in
the fabrication of many transistors .

1
.

We generally want the deterministic caeteibutiou of these
mismatches to be as low as possible,# since their causes

# this is why so far we assumed it to be nihil



are known and their effects can be computed and
compensated accordingly in advance .

Assume we wanted to measure the mismatch
between the two input transistors :

i mismatch i
→ returns a "

l
"

where there is
detector

we uuisueatch

d

f Ie Iad !
Vin

.

µ

° YREF

,

Te

fg 2,
T2 #←#¥Vin= Yin - Veer.

± ' deterministic term

The deterministic term
,
which we want to eliminate

,

arises from deterministic differences in the process
fabrication parameters , such as temperature .

Temperature along a wafer is not uniform but tends

to be higher in the inner part and lower in the outer
part . This temperature difference determines a different
growth rate of the oxide and therefore a different threshold
voltage and

'

K factor .

In order not to have this temperature difference during
fabrication, the two transistors should be placed very
close to each other

,
even better if inside one another .

How can two transistors be fabricated inside one another ?

My
° °

µ,
Me a ° Me

⇐ - . !⇐ .

I 1
I : ¥ we we WE
L O L O

x x
= =

centroid
T

T varies Vt Cox - Ee t
with a text tox

wtE±÷± * - ¥
.

.

I o \lower average Vi s

higher average Vt



caeuueoee centroid geometry

'

''to

-
a-2

same average Uto !

This expedient allows to cancel out any difference in the
threshold voltage caused by more - uniform temperature,
assuming that the size of each transistor is negligible
with respect to the variation rate of the parameters .

from a further note, the variation rate of the parameter
( is not just the derivative along one direction of the
wafer but rather a gradient along its entire surface .

Therefore the commune centroid technique should be applied
with respect to both the se- axis and the y

- axis of the
J

wafer . I

2.We new need to reduce the statistical contribution

of AVT (and AEK) to effectively narrow down the
CMRR error distribution

.

"

)
w/
"

Eisai.TT#sEittuheateeagsistois
transistors

,
each with the same

threshold voltage gaussian
L distribution

,
centered around

a nominal value Ute :

DVT
< >

#

v
.¥ it.

Vt
.

Hi

we then compute the average threshold voltage and
the variance of the entire transistor :

N

VIO = Ee Vii - N Vio = Uto of? ¥ Enfant a Nff = FYIN T N

for very high N DEVI) = 047¥ ) - *ME Hii) ⇐ I = Eh,oIt

This shows that the variance of the entire transistor
is smaller for a larger N .



However we don't know how much is N nee off
.

.

Nevertheless it is obvious that a larger N requires a
larger transistor surface .

If each smaller transistor has a fixed Ao surface , then
their number depends on how

enemy of them eaee

fit in the entire surface :

N = VY - L

Ao

I

0¥ =Ao =
KEI

W- L W. L

with this result we can conclude that
, if we

consider a transistor with a given cross -section W - L
,

we would expect the spread of the average threshold
value to be proportionally dependent on drug

of = air -
'

=

This means that to a larger transistor eooeesgouds
a smaller variability of its parameters .

0£
< >

on"

⇒ = = :* .- E
arm

.

I Y

Ute = Vt = His HI

From a macroscopic point of view, increasing the
transistor area is equivalent to adding many , tiny
eeeitcibeetiaus whose parameters fluctuate with a
certain spread; the more of these eeeeteibeetiaees, the
better they can compensate each other with their own

fluctuations, returning an overall spread of the device
parameters that is lower than the

"

local
"

spread .

So to put everything together if we were to look at the
distribution of Vt out of iuauy transistors (samples) of
the same fabrication process , we would expect to see a

negligible ( thanks to the common centroid techoque)
deterministic shift and a spread that decreases
as the cross - section of the transistor increases .



Note : so far we have only considered oft , but
what

we were initially interested in was actually %¥

> expected value = meeeee center of the distribution
E- (Avr) = (Vie - Viz) = 0

the two spreads are tf
, ¥

.

> typically -4mV .am
uncorrelated e

2

A-(Avr) = 0¥
,

+ off
,

- 20¥ = 2K¥
= (Ksu)

W- L W- L the two MOSFET

↳ should be equally
sized

( > There is just a factor 2 difference between
OTI and 0kV

,
-

. )

This whole discussion can be repeated this time with
respect to the conductivity parameter K .

We therefore need to find the: 1. deterministic and
2. statistical contribution of its relative variability 1¥ .

Since K gives a measure of the resistivity of the transistor
channel

,
it is possible to compare the watching of the

K paeaueeteoe of two transistor with the watching of
two resistors

.

We will therefore consider resistor watching for now, and
then apply the same argument to transistors .

A resistor is a stripe of conductive layer that is
characterized by a certain sheet resistivity R☐ as well as

a spread parameter Ka¥
°j -

R R = g.
L

④v11

= ¥ = Ñ☐
-¥

-⇒
L

↳ given by the process features
I 1

W
o o

AR = ( Re - Rz) [ FIR = KARR/ Re § § R2W- L
o o

Palgrave's formula
iÉu addition to the statistical spread oar there could
also be a deterministic term affecting AR

,
which

can be conveniently cancelled out through a convenor

centroid geometry approach during fabrication .

-

y l
\

It is possible to derive Palgrave's formula in the
saute

way we previously computed A-
Up

'
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Each of the small resistors Ri is taken from a gaussian
distribution with a nominal (ueeaee) value Ro and a

spread (root mean square) ok .

Let 's compute the total resistance mean value Rs, and its

spread Fr, - VI
.

ITT

-

We can consider each new independently ( it is
1 easier to use the conductance Go =L ) :

Gr } Ro

Gr
.

= I Go = N Go average
value

}
off = Ioa? = Nora? variance

}
1-

↳ how much is this ?

d Go =
-

DR.

The total resistance RE

is there the serve dG÷ = - d,R⇐ .

Ro e
-
DRI

of the resistance of
Ro

each row : qq.at gig; given that one. is small

Rto = Ee Rr
.

= compared to Go

Gi
= M Rr

.

= if oa. is too large
the tails of the n

.

-

- re
. i. = ages:Eatin

= Fpf f
.

= ¥ Ro due to the non- I Hr -- a

linear relation '

Ro Ri

E. = Eg: = Mor:

→ o÷÷ - FEE: .EE#.=Ee :÷ - eniFa÷ .- mi. :&. - minor:

N - ¥ , M = I → MN = Wsk ⇒ ORIE = = IT
0



ARRI = III = k<= ¥, associated to a single resistor
O

Ree = Rza = Rt
.

T T 2 2

AR -
- Re - Ra - O FEI - ( Em! -- EE -

- ( Em !
of (AR) = O

-

(Re) t 02CRe)

= 204k) a 2 K2 R2
(WL)

i
associated to the

Atf =
⑧
' (IR)

e
2K'

=

2K
= KARR difference between( R

- WL WL W- L ) two resistors

This formula can now be applied to the AK between

two transistors :

III = Day = KDKIK

K K W- L

A-HT = Day
,

= Katt
W- L



I / Output stages 11
OTA BUFFER

- -

In order to build an operational
• + amplifier we need a buffer stage

at the output to avoid a reduction.

o } of the gain due to the flow) load
ZR resistance directly linked to a high

impedance evade of the OTA .op-amp =

A basic buffer configuration can be for example a
source - follower stage :

it decouples
/
*

143 Ma ⇒
/ the low load

= resistance RL
: / :

Ms
→* Rout / Is from the high

÷ - § µ,

µ
# output impedance

o
o --

Rout of the OTA
U
-

* gg# 0 +

Me 142
u

Iz o Vent

¥
: : } Rn

21T ' ko, Vaz- class A
☒ ÷

¥⇐* Mg µ, f- tho
"

% "Ree fveeffec

with the added output buffer stage , we will now point out
what is its distortion contribution to the output signal
and how it affects the efficiency of the amplifier , after
having properly set the bias of the stage

t
the output should be biased so that it sits at mid -

range
e.g. : V☐☐ = 3V > Gout = TSV > Vree = 1,5V

however this will weave the output of the OTA at a higher
voltage ( it was previously at mid-range ) .

-

Vpp = 3V # VDD - Vasa - VREF = Q7V

Is = Ks Vov} µ + Vs☐s - Vous
2,2W

11 98hr > € Vas -

V← →*
2,3V Is = Ks Voids µ + Vbss•
11 My s -

V67
Ms
--

> VGS
,
+ VREF = 2,3N

^

YGor
o Vent = TSV We need to set Vat = 2,3hrMs Mo

: } R, to have Gout = 1,511 .
V62= ^ ☒ ÷

0,8W gov f- Kree = TSV



(E)s MEK
⇒ Ks# [it 0¥! ) = K

.
' ft t 7¥ )

w
.
= Las was lit 97*1 to avoid systematic offset .let 21¥?

Let 's new study the output swing :

positive swing negative swing
-

VDD =3V
-

Vpp =3V

ideal

1 : t source - follower l : l
r
-

VGS MW Mai

o- 0,2✓ 2,8V o-

Mt H Vas 43771 MtMs 2,3V v µg
Await

→- 2V
--

I
,
SV

Vat ^
DM

y,g✓
A-Oout Htt K TLAOeut98V /↳ o Gout / o Gout

Ms M Ms M8
: } R r

8
: } R

VGz-
L

Vez-
L

÷ ÷ ÷ GIV ÷

/ / Veer. = IPV / / Veer. = IPV
= F F F

Iz = Is t Ioout There are 2 limits for the
RL negative output swing :

A- Gout = O
,
SV

Ma turning off OR Ms entering ohmic
Limited by t t

Ms entering ohmic A-Out = Is Aoaet = 2,111
RL I ( Va, = 92V)

typically this is the
most restrictive condition

Note that to have a symmetric output swing Is must
match a precise value that is dependent on Re

e
-g . : RL = 0,5KR , Await

= 0
,
SV ⇒ Is = A,ZqIt = Aoeiit = 1mARL

If the condition is not reached then the field swing
output signal will be clamped at the negative end !

A- Vent a

gsr
ii.

-

→
it actually does Not reach the full

" the TEEIEE.z-eefufegth.EstIE.ms etc .)
OV

. . . . . . . . . . . . .

!
. . . . . . . . . . . . . . . y

t
v

Ion - - - - - - - -
Let's compute what is the

Opr- - - - . .
.
. . . . .

real peak value Vpt



The two main reasons of the reduced peak value are :
°
non - l :L transfer of the buffer

°
non - linear characteristic of the transistor

→ It = Ka [Hazmat - Veer - - Vt,]
-

= Is +¥5 µ, It #
- Yi

a Vpt 'T BYE t a = O → Vpte QSV Vania
'

am

/ o Vent

IRL
Mgm,

Is O
>

I :/ G M o ↳at =L VREF

Mt

€-AFR.A
= =

/ o Gout

±.

ER
. G=qgRm÷r. - Ifj:L. ⇐ t

j
:

VREF
=

→ Vp ( vent) E Vp ( Og)

Note that while the real source- follower causes an
attenuation of the output signal ( amplitude reduction of
all of its spectral components ) , the men - linear characteristic
of the transconductance causes a distortion ( addition of
spectral components that are not present at the input ) .

Aooutn
a

→ Where the outlet iueeas.es ,
r ,µMMi

distortion more current flows through
Mt therefore its teamsconductance

slightly increases .

. . . . . . . . . . .

.
. . . . . . . . .

se
Viceoersa

,
when the output

FLITE.EE#deiIEes-a
a

distorted waveform .

attenuata

(assuming an appropriate
If

y

- - - - - - - - n - . . - - -

South tael current Iso )
^ Ex.

- I,
- gm

Ai - - - - - . . -
-

V - - . - - - - - - - -

*. . . . . . . . . . . . .

om
s

>
1/0117

to 2fo f

( HD, = Aa;] second harmonic distortion



Note how increasing gma ( higher Iso ,
more power consumption

wild benefit Beth the distortion and attenuation of the
output signal .

Let 's now compute the power efficiency q of the stage .

power
delivered -Yoo

q =
Rt to the load

max

PDC
→

Vpa power dissipated amar

= 2 RL across the stage
°-

Mt

HDD . Is Ms
-o-

↳
average current

Vat * ik.

= Xp
'

across the stage / o Kut

ZRLVDD Io

Is ⑤ Is §
} RL

, ✓pre )
R
- Is > VP

j I Veer.
-

= I

2Up↳ It a

a) Up e Haz I,
a
↳
Re

⇐ Up
'

II

4 Up
' s =/

→ ymaE f- = 25% peer ft /
z

t
we need another architecture to improve power efficiency

VDD =3V
- with this configuration there is no need

to supply the buffer stage so there

is no impairing of the power efficiency
-

mail of the whole amplifier, however the
Mt output waveform is heavily altered .
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Yat n
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Oauth
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→ Add a goners to eoeupeeueeut the negative swing
transition
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Is The distortion around

crossover is still present
class B (push -pull) buffer though .

Let 's first try to understand what type of distortion
we are dealing with .

It = Ao t Ae Siu (wot t Cf) t AaSiu (2wat t ga) t Assia (3Watt gas) t . . .

I
,
is equivalent to It shifted by Tz (given Mt and Mo

have the same parameters) :

Is = Aa t A, siufwo (t - Ia) t Ge) t AaSiu 12Walt - Ia) t ga) t
+ As Siu13Wo (t - E) t 93] t . . .

(WoI = 2¥ . Is = it
,
siu ( q tu) = - Siu ( q) )

= Ao - A
,
Siufwot t ga) t Assia 12wet t q.] - As siufswott 9ft . . .

Iout = Ia - Is = 2A, Siu (wot t ge) t 2As Siu (3wot t 93) t . . .

→ All odd harmonics are euautaeued

South
' . - i - - - -

up
, ( in a log scale)

*. IET 74*4
'

ffo 3 fo Sfo↳ there might be some further even
harmonic in case of transistors mismatch

The distortion arises from the fact that in bias
condition the output transistors are left with zero

driving voltage ( Vas, = Vsa , = OH ) . Where a signal is
applied at the input, the gate of the two transistors
must first rise above threshold before the output



can weave
.

This solution guarantees no current consumption
of to the buffer stage but as we've seen it impairs the
output frequency spectrum .

An idea to fix the distortion caused by the stage
would then Be to fix the driving voltage bias of the
output transistors exactly at threshold, so that there
is me

" dead zone" during which they need to turn em .

-

Yas we have already seen that a
voltage shifter with virtually

-

a."
/

µ,
If It no resistance can be obtained

through MOSFETs in teamsdiode
Ms --

^ ← :b, configuration .

214 - Va. Vt
,

- Gout

§
aa. ER

, Of course this expedient to
reduce distortion comes with a

① Kree = VDI
Is . µ,

a cost : having the transistors of the
± Is buffer stage biased close to threshold

•
means that there will be some

leakage current which will cause
^ µ power dissipation .

em. log CID
too -

7

*
I

.

/
off - state current

t

# lead s)(
exponential

⇒ Trade- off between distortion and power efficiency

Let's compute the power efficiency of this stage .

^

r
-

'¥
.

-

- ¥¥÷¥. . . . . . .

2
Y'
RL

""

Fey,pact = PDI = (Hors - KREE) ' I'
out
= ¥ I'out It

Iat - -21"¥E siu (wt) dt =
Bi

T

= Zzz ¥
,
Jo"3iu(wt) dt . 2¥ = (neglecting Hba)

T

wt - O It . 2¥ = dt . w = do t = I → o = it



= tz Yz
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[sire O do = Fz ¥
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= Eeut

BE = Vez tout = HE '

#
Vp E Voz

→ Ym:
"I.FR. =

a

. 7,5%
,

= E ¥
.

E E - * to greater

The efficiency of the push-pull stage is roughly 3x
times better than the source- follower stage !

-

VDD

-

Ma"
/

µ,
/ As we have already discussed, this

Ms -- k
,
= nk

solution greatly Benefits the distortion

µ a *

' of the output stage at the cost of some
power dissipation , which is due to

-

It the off - state current of Ha and Ms
.

Mg * Vent
Yeo
-e

e. - since the off- state current of a
- } R- transistor varies exponentially withMeo / .

Tamar Veer. its sub - threshold Vas
,
it is relevant

O
-

to accurately set Va in order for It
Is . M,

not to differ too much from its

I =
estimated value (which translates

class A-B In
meet value of power

For this reason it is important to use one palos and
owe n MOS to fix Va ( instead of two notes er two polo s) :

Ya. - Vast t Vsa , = Vasey t
'Vscoeo

¥. t Etz t Vi t II = VIS t ¥5 t VII. t III
Wth http Vtu http

The threshold voltage of p - type and n -type transistors are
typically slightly different . Using one p

MOS and owe HMOs

for the voltage shifter allows to neglect this euiseuatch when{
competing the -bee

!¥
.

-

¥
,
-1¥
.

F. + ¥
7 8

Z
-

y + Kg
- £

¥:=l¥÷÷÷=¥¥i+¥÷=¥÷i÷÷÷n : :i÷÷:
-

K - 8

The current of the buffer It is proportional to the farm



factor ratio n between the buffer transistors and the
transdiode transistors

.

In order not to have a tee hi current the transdiodes

must be therefore sufficiently
#
large to have a lower n .

n T It T HD t y t

Negative feedback effects on distortion
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.
..> ideal buffer

Assume : G- beep → a ⇐ Ao → A ⇒ Od > O ⇒Gout
even if the signal is distorted ! d

How can the feedback deal with distortion?

Thanks to the ( ideally) infinite gain of the OTA, any non- zero
signal at its input (od) will cause its output ( vine) to
clamp at maximum voltage (Vt or V

-

) . During the initial
transition

,
where O e Os e Vt but Tout = @ because of the"

dead zone
"

of the non- ideal buffer, od is momentarily
man- well therefore coin skips to a value such that Gut = Os
and therefore -

od = 0 .

This means that oout wild always be following us without

(ideally ) any distortion, while in tevere vin will be

the one distorted to compensate the further distortion
introduced by the buffer .

Os a 0in ^ Oauth Od a

f) distortion no distortion
^

¥. * ¥. F-



> The non - linearity of the buffer stage is cancelled out by
pre

- destoetiug the signal driving the stage

To better understand this concept :

D.✓
the distortion caused by the push -pull

+ out
buffer is a third (odd) harmonic

in
pg A. →

or > distortion

Diet = D
, -fAeDz , compensating

B
distortion

Dj (t t pAo) = Ds true generated
" by the leapI → Dft = Ds

→ A
in a buffer ltpA@→ to

11 Noise Models 11

So far we have only considered the presence of
thermal noise in electronic circuits

.

However

there exist more types of electronic noise, especially
regarding transistors, that are very relevant due
to their murkier origins and their frequency behaviour,
which is not necessarily constant (white noise) but
instead varies with frequency .

They are therefore harder to deal with and require a
deeper understanding .

Simas ^
> NON - thermal

mmmmnmmmmmnsm
meth

thermal _¥Itfgm

⇒
fo- t MHz GHz

Let 's first revisit thermal noise .



^ OR
+E-

yo. ipphphirrphvhttmthhtR } r} a
-

- f-
.

en

Surff) = 4 KTR degreesBoltzmann's law : Ee ( Oc) = KT × of freedom
7 2

1- C < of> I KT . I
2 2

+as

.

1 =L dt
=

Sore . Af
=

et
= < oi >I

4RC

1tCWRCYlt@RCYfltjwR42straiuafdeetasoweeti.e
.

constant over f.

Nyquist demonstration for thermal noise of a resistor :

!1-2

HÉ: D)HIM !%Ér.
en

Ro 01£,/
en thermal noise

r.ms
.

oaliee:(en] = vr.ms . coaxial sable with :

2-
a
= ¥= = k = Ro characteristic impedance

°

↳
adapted load ( i. e. no reflections of

IT and É and 4)

④ is the energy flux generated by on travelling across
the transmission five ( electromagnetic - tension/current
wave) .

At a certain instant the two switches are closed
thus isolating the three parts of the circuit .

0/1-2
>

1/1%4*-2
€ - so

.

0 0

←

0/2-1

The
energy generated by the thermal noise of the two

resistors with all its spectral components , is trapped within
the coaxial cable

.



If we get to know how much is the energy
contained

within the coaxial cable we will then know the energy
related to its source in the first peace, that is the PSD

of the thermal noise of the two resistors .

•

To -4 ) o

l l >
O L K

The tension and current in the cable must abide
the wave equation ( as well as Maxwell's equations) :

%EI -- I. %Ee.tl digged -

- easiest,

→ o (se,t) = siu (wt tg) (Asia (ka) t Bees(KRI
w = Kc

2¥ = 2¥ c
c = df (dispersion equation)

By shorting the ends of the cable we are forcing
some boundary conditions (null tension at se = 0 and se=L) :

Ola,t)
o (↳t) -- O ⇒ KL = at NE

7¥
l l >
O & L K

B -- o ⇐ ok, t) -of 1¥

foeucdaeueutal solutions :

KL = htt not → 2¥ .

L = it the y d = 21
It n

d
,
= 2L d, = L dz = ZI du = Lz . . .

> discrete number of electromagnetic waves that
exist inside the coaxial cable

(
LL

' '

-
KT

E. If Ae Ae Ae

1 a

£ E ZE ze
> f

How much is the energy that each of these EM waves

has at equilibrium ?
→ Use Boltzmann's law



fr
2 degrees of freedom

⇐
em

= Een ( E
,
TT ) = KT . 22 = KT

Energy pea frequency interval : Eat = KT . At
C
2L

From this derives that the PSD is constant over odd the

frequency spectrum (hence we're dealing with white noise)
because the member of EM modes per frequency range is
everywhere the same, and they all carry the same
energy .

Now
,
how much was the power we injected into the

cable before closing the switch ?

en en

' 1M¥" ' A. a
> P = (En)

'

to <

Eta LP . It = LP
. ¥

Remember that en is the r.ms
.

value : So
.

= fin
> Etat = IS org

' Ef . fzo . # = Eat = KT . Aff .It
- -

murmuring Soy = 4 KT Ro

shot noise

Shot noise is due to the granularity of the
electrical charge .

+ 94 -E ) Qe Qa + geese
induced

% * charge

ni÷¥÷ .

- ¥4.1 : -+=Lt.mil#i*Qe--Qoet
9 (e -E) Qa = Qqt QE

data. = - E date d¥ - + EGE



For each carrier crossing the space charge region :

ict) = I . o velocity

IL average current is It then average number of
carriers (electrons or holes) crossing this region per
second ( rate d) is :

D= II
9

But if we looked microscopically we would see :

teth

I
-< is1-
.

because of each individual carrier travelling through
the region .

For each single charge we can then depict its current

waveform as :

treat (¥)
in ss

- . . . . . . ✓
9 - Ji#dt ⇒ ict) - g. htt)

9- * co

T where that =L
-as

< >

'

t

↳ travelling time T=L
Vsat

We consider a square waveform as elementary
.

waveform of the granular current since in a
p
-n junction

carrier velocity saturates, hence i = 9L- Gat is constant
.

One task now is to find a model to derive the
average square

value line of the superposition of these
current fluctuations which can effectively be seen
as a form of noise ( shot noise) .

o ieCt)

+
e-k

y

i
. f. It fi.at' t

1- 3 1¥

I -t#iH .
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>↳ (t)
th

V
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i. (t) = § qhj (t) = qhelt) + qhect) + qh> (t) + . . .

= I qhctj )
j

Moving to a continuous series of pulses :

tilt) > =/
+a

qh (t) -
→ number of pulses starting in the

- as elementary timeframe dt
to

/ hltldt = I
-as

t
I =

q
- d which is exactly the equation we previously

stated
, therefore se for everything seems to be coherent

.

If now we were able to compute < i' (t) > we could there
derive the value of the variance of, provided the
relation one? = <i> - <i>

2

.

I
noise

i' (t) = ( qhcte) + qhltz) + qhlts) + . . .
)
-

=

= ¥ÉEnki+ + IEEE

Moving to a continuum : they represent two different pulses
+ co

<iit) > = gifgkkkdnt +q-II.IE#ndIEEydd-dy1--q2dfjTitt)dt+qdd--q
'd fjÑ(t)dt + <ict) >

'

since of = <i
-

(t) > - < ict) >
'

we can immediately
conclude that :

+ is

of = q'd f.h4t)dt

To obtain Si(f) we can use Parceoae's theorem :

to +cs

fsh4t)dt=fdHCf#
gtcs

to + as +as

Si (f) df = of = qkf.li/t)dt=tq2dfa.1Hff7Fdf--2qHf1HCf1idf0 A

eoeee function
→ Si (f) df = 2g'd I H (f) I

'

= 2g I / H (f) 12

How much is It (f) 1 ?



In our model we depicted h (t) to be a rectangular
pulse :

h (t) = f- rect (¥
whose Fourier transform is a cardinal sine:

H (f) = Siu (att) = séuc ( ft)
ttft

siuc4fT)a

⇒
+-IT

> 21THz !

Since we don't usually work with frequencies beyond GHz

we can assume the 11-1 (f) 1- to be constant f- 1) in our

range of interest ( remember that 1- = b- → very small !)Gsat

⇒ S
, (f) = 2qI

In a diode there are two independent current contributions :
•

I
✓

I☐yµ, gg
ID = Is ( e%¥ - 1) p

v V
-

j
-

L j
-

I☐ + Is Is
e @ *

.

T.t.t.tt
diffusion reverse

n

current current
0

one contribution due to the concentration gradient
outside the

space charge region (diffusion) and one
contribution due to the weak voltage difference across
the region (reverse) .

Since they are two independent current fluxes their
contributions serve up in terms of shot noise spectral
density :

S± = 2g (Iot Is) + 2gIs

forward bias : SI = 2qI☐ reverse bias : S± = 29 Is
( ID >> Is ) ( I☐ = - Is)



equilibrium : S± = ↳ q Is

(I☐ = 0)

Note that at equilibrium shot noise and thermae
noise are equal (they 're actually the same thing) :

SI = 4g Is = 4 -
KT = ↳ kT⑧= Sitheewae

eq

This argument is also applicable to a transistor
in weak inversion :

y
"☒ ID

o
Vio

En :

granular current
:

4kt = 4 ktygm±÷÷⇒÷
.

se

Rch

- thermal noise current
i :

spectral density

alias
:

>
a

current

shot noise ceoeeeeet gm
= q.IE weak inversion

spectral density
NKT transconductance

⇒ SI = 2qI☐
= 2q¥KT = 4 kTI②⑨m = 4kT⑧gm

8--213 saturation ( y = 2
short
channel )

⇒ Si; ↳ktygm { 8--1 ohmic regime

y = I weak inversion

↳ n = 1 + ⇐
Cox

{gg☐ : depleted regioncapautaucemg.ca: oxide capacitance



RTN noise

RTN noise ( Random Telegraph Noise, also called
lowest are

pop
- eoeu noise) is related to capture and

emission processes of electrons , that are caused by
lean - identities of the devices fabrication .

y conduction band

•.

N + 1- N - I
•o •• • ••

&

>
•.

>

~ •.

E
C

o -

I
o

gapA-
µ, ②Tt

V11 Eu
'

L
l

valence band

I = a- . y =

glenn
WA V = qµnnAL.V = gun Y

Lf
I

L

Because of the trapping or releasing of charges (electrons)
their ceeeceuteatiae n might not be constant, resulting
in a modulation of the device conductivity • and

therefore in a variation of the current I.

The capture or release of an electron means that the
total umber of charges N will go down or up by one
unit

, causing the aforementioned variation in current .

AN > AI =

gun¥ .
AM

→ = ANN
mummy AI = In, ( since AN = 1)

i.the ~
non- conductive electron

emissionI

☒ =/ictldt
N ^

↳ conductive electron

capture

¥ >
t

we assume the "

capture - release waveform
" to have

an exponential behaviour : a conductive electron is

captured , causing an instantaneous current variation;
the current is then expected to recover the steady state
value since the election will eventually be ejected .

Our assumption is that this recovery transient is
characterized by a time constant which is the average



time needed for each carrier to be released (we will
see that this is true early if we consider the superposition
of many electrons being captured at the same time -
of course the capture and ejection of a single carrier
would indeed have a square

- like waveform, not an
exponential one# ) .

We therefore expect the current to see somehow affected
by pulses with a negative step followed by a positive
recovery transient with an exponential - like behaviour .
This could actually happen to an election that sits
outside the conductive band as well : it can be ejected
causing an increment in the total number of carriers
and in the current (positive step) and will then be
absorbed back in its original state (negative recovery
transient ) .

i.(t) = I -
e-
"

Estep (t) current waveform of capture -

M

ict) = Q④t='ÉÉ
emission of electrons

t a

q-fi-4dt-fqhltdt.is
I 1¥ e-Edt = I

fhltldt =L

→ I e-
%
=p ¥ e-

%
→ Q = ¥, - I

N

Now that we knew it) in the form of Qh(t) it is possible
to re-use the same result previously obtained for shot
noise :

i 1

i Anytime the current is given by the series of euoiuy
"
-

pulses in the form of it) = Q h (t) where hct)
is an elementary waveform, the resulting overall --
PSD is :

=
'
i SICW) = 29% / HCW) /

2

' "

> D= de = de same rate for emission and capture in
steady-state conditions

> two processes (emission and capture) that are
independent

> ¥ e-
"

Estep (t)
of
> I 1

E ¥+jw



I 1> S± = 4 Q 'd
, + way

= 4 ¥:-<
" d

l t w222

How much is d ? We know it represents the rate
at which capture and emission phenomena happen , so
it can be put in a relation with the recovery time
constant e and with the umber of traps (impurities )
Nt in the device :

d = ¥t -B- proportionality factor
G-wee number)

mom> s± = 4¥: 1¥ B
E
I + WZIZ
.

-
Lorentzian shape

This frequency dependence on Iga care be actually seen
through appropriate experiments to estimate the noise
PSD

.

If we were to look instead at the time-dauaiu behaviour
of current, we would not see exponential- like pulses
such as the ones we used for our calculation but we would
see square

- like bumps representing the real capture and
emission of carriers due to traps . After all , an elector
cannot be ejected in fractious but only in discrete quantities .

Then have coerce our frequency - domain model was still
correct ?

The reason is that when looking at noise we're not
looking at each single event but instead we're taking
into account all the events taking peace in parallel .

e- (Hr

too elections after a certain time C-5-4
are captured almost all elections have

been releasedatt=o*÷t
2

,
→

/ more electrons recover after
a shorter

, defined time
- j

. .

too

,
-

F- }
less electrons recover after
a longer , defined time

The superposition of marry square - like pulses that
obey a certain time constant law returns an overall

exponential - like pulse



We now just need a value for P .

conduction band

•o •• • •• •• > ••
&

E
,

Te ← ••

gap
✓

•. Ef → Fernie level
•• → Iz

Iz← •• •o

Eu

valence band

In a real device there would be meany different
traps at many different energy levels in a non- ideal
device

,
each of them having its own time constant .

This result in a overall time constant t that is
the superposition of meany different ones .

We can simplify this considering that all traps below
Fernie level are always occupied, while all traps above
Fermi level are always free, which wreaks that
the population of traps contributing to the capture and
emission of electrons only includes those around Fermi
level

.

If we limit ourselves to just consider processes happening
around Fernie level t.t.co.ve?oe..de..ua.st.ea.te..d that

1ps - E. 1

traps at Fermi
⇒nm F- (w) = 1¥ )? µ

, ,
/

time constant of
level

I + w2z2

Note that in presence of inane than one family
of traps, with different time constant at a different
energy

level (e. g. there are different devices in the circuit
all of them affected by RTN), each respective PSD will serve
up resulting in a

"stair" looking shape (superposition
of ueaeeg ilereeetziau shapes with different cut - off frequencies .

g-
soooooo

-7733g

÷
:niw-

,

"

÷ i
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>
4kt
R

1/-4 ¥2 ¥3



Flicker noise

Flicker noise (
"

If noise
" ) is typically related to

transistors and is due to the non- ideal junction
between the semiconductor and the oxide

,
which can

be peace of capture and emission of the channel charges ,
similarly to RTN noise

.

ok. potential barrier
I ← oxide

H o

' " ' " ' " ' " ' " ' " ' G-
. µ,

¥2

:S : : : .
.
. . i i.If .

-

-

. i. . .
.

,

.

.

.

☐ ;

channel g

: :
: i. i.

gate11p
in ¥

> energys : level of% i:

traps= tox

The oxide is characterized by some relevant traps .

Carriers

flowing in the channel can easily be trapped by them,
also thanks to the electrostatic pressure

due to the

voltage difference between the base and the gate .

se

v v v v Ta f oxide-
traps

✓ Te V V V
• ☐So

. . s . . . >

channel

(→ 1
current fluctuations

In order for an electron to jump inside the oxide it has
to tunnel through the oxide potential barrier ( the oxide
is an isolating material) , which is allowed only in teens
of quantum mechanics : each electron has a certain

probability to overcame the potential difference and
reach the trap ( tunnel effect) .

This likelihood
decreases exponentially the farther the trap is .

Also the time constant associated with the capture and
emission of the electron from a trap will be exponentially
dependent on the distance from the junction .

In particular, we expect it to increase the farther
the trap is, since the electron will be deeper inside
the oxide

.

accounts for the energyft = ToéÉ
barrier height



Since the current fluctuations are caused by
capture - emission of carriers caused by traps , we
can use the same result previously obtained for
RTN ; this time,

however
,
we won't have just one

single time constant characterizing the fluctuations,
instead we are going to have a distribution of time
constants

,
each of them contributing with a certain

weight g(⇒ to the overall PSD:

Imax

→ S± = Nt ( ¥1Tt.gtd-c-min.ltleft2

It is possible to derive gfc) by considering the
Cuuifeeue) distribution of traps through the oxide thickness :

Nt .

die
= Nt g. (e)

de

t -
number of traps in the euuucber of traps characterized

elementary slice doe by a time constant
of the oxide between I and Tide

Let's clarify this better :
a

tox -1-4=69--2
.

2h3 ↳

xetdrc =µ Is = -4 + de

see | "
} is trapso -- to

t
I= To et

"

s uniformly distributed
traps

Zen = n -ke > I
,
= To et

"

Iz = To e% = To e82k
'

g(⇒ ' Nt
¥2 = To

eine .

"
To era,

= et
"

number of traps

I. efpe,
= em } Inte = et"'

In = c. yn

per
time constant Igg =

Eoe're
'

%µ
my

number of traps
r m

, per space interval

E) NedI =/ Nada = Nt}
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I Made =) Nadu = Nt
t t

Nr -

gcc) de = Ne else (what we had written before!)
tox

⇒ get = dude E. I gotta ¥
- Er ' E

de - d twerk) -- e.yet'du
=

jedu

→ SI - 1¥ (E)If!?÷kwe=f¥ ( E, )# (aectgcwcmou) - arotgcwcmin]

To evaluate the finite integral we should consider
how wench is w ice owe range of interest us

.
Emin and

Imax .
Since cumin and cumae ( euaxiuuuu and minimum

observation time ) range from Hz to GHz
,
while

Imax and Emin range from years to ps ,
it is safe to

assume that :

Wmax ⇐ Emin } Ema.ee Y ⇐ EminWmice ⇒ I
v

(max w Tenia ee t

w Imax X t

and therefore we can write :

aectglwtmiu) = 0 acct (wemade Ea

> Stew) - ¥; TE - E

⇒ Self) = 4M¥ (ETI → Me Werther Loewe
8 for the tf noise

in MOSFETs

Sita

capture and emission
between channel and oxide

mmmmmmzmm.mg

thermal

÷
r agitation

I 7

fo f

-
typically in one range of interest



Let's see what parts of the expression of the ¥ noise
can be controlled from a designer's perspective .

o o

°

*

sit

so
.

O

SI = Nt Nt = Rt ' Volo; ht @L tox) n . of trap in oxide
4 tap

( ¥ )? ¥I N = C¥ . WL - Vai n . of carriers in channel

=
ht tox

.

k¥2 - I
,

. off = g
-

hi 12µm x
#
L . I

↳ toxj c'at (WL)
-

Vat 4 j CoE# - L)
- ft =

(tf)
= 9hhtMnI → SI = KI

8g C'ex K
- F f

✓
Iz .

I

-

set by technology

Input - refereed voltage noise : Sy . gin = SI

Si, = KE't) x y

4 KE
' LE -

f
Htt

→ Sr = Kv
→ Tvidis = KE't'

c'ex W- L
- ¥ formula I

- Kaunda, ¥ .

E
' F

=
KIT't)

↳ does NOT depend on bias ! 2wi ft
t

wat

Noise corner frequency crossover between thermal noise"

and elf noise
Sota

L 't

.

-

4Ktp
. gm=\I 7

*. t

increasing
thermal noise the lower! the better
not a good r t
option reduce gm or increase transistor size



Note how both tf noise PSD and the transistors

mismatch variance (= power) are both proportional
to t

w.L
-

This is not a coincidence and it can be explained
considering the effects of captured emission of an electrode
iulfroeu the oxide on the threshold oeltage and the
transconductance factor .
Every time a capture / emission process occurs , the localthreshold voltage of the transistor varies, as well as
the oxide capacitance and therefore the K factor .

So the elf noise could actually be seen as noise related to

fluctuations of the transistors parameters .

As explained for the computation of the variability teens
0k¥ and 0*7 , a larger area of the transistor allows to evenk

out all this fluctuations as their eoeeteierutieees cancel
cut more easily when there are many of them .

For this same reason
,
a larger area allows for meeee

capture Ieeuisseeee processes to happen simultaneously thus
reducing their overall caeeteibutiau , resulting in a
sneaker or; that is, a smaller PSD .



ANALOA-FILTERS-HG.co
) ^ Hcjw) n
-

-1T1-
. >

w
Wc Wc

Low - Pass Filter High - Pass Filter

Hcjw) n Hcjw) ^

1-I-1¥
-

we ÷>w we wµ >w

Band -Pass Filter Band - Stop Filter

These ideal filters are described by a
"

brick-wall
"

transfer
function, which in reality cannot be implemented .

Why ?

The transfer function of a filter is associated to the
delta - pulse frequency response of the system .

It can be shown that in order to have a transfer
function with a very sharp , instantaneous transition,
you need a pulse response that forfeits the laws of
causality - that is

,
the system would need to respond

to the pulse before the pulse has ever arrived .

Of course such time behaviour cannot be obtained in the
real world

.

We therefore need to be somewhat tolerant with our real
filters and design them to meet some specific requirements .

sect) yet)
> Hcjw) >

E.g.
we'd like / Hljw) / to be as constant as possible

over a certain frequencies range .



Let's see what are the ideal requirements first .

Assume that sect) = A sin (wit) + Bséucwat) with both

frequency components in -band .

Welt -E) Walt -e)
There yet) = A / Hcjwe) / séu(wet + qe) + B / Hljwt / Siu fist + gon)

In order to properly filter the signal we would need :

/ Hcjwe) / =/ Hcjwz)/ AND qe=
- wee, q<= - wat

so both frequencies in our band of interest must be
amplified and shifted by the same amount .

> / Hfjw) / = const . q
= - k w

h

amplitude stays phase grows proportional
constant with frequency with frequency

In the ideal filter shown before , this is easily achieved .

Let's show why in practice it cannot be implemented .

IHljwlln

#
#

o we W

+as we

h(t) = F-
"

[Hcjw)] =) Hcjw) eiwtdw =) a- eiwtdw =

-co
- we

2£

2¢ je
feint - e-Just ] =

WCA [ eiwct - e-
just

= A- 1

it 2JWet ] =

=
wet siucwct) = WCA Siue (Wet)
I wet 1T ( iron ieoeuealized )

hct ) ^

g-
needs a

theoretically
infinite observation

time↳
non- causal response

!

filter is excited before the delta - pulse
(which sits at -1--0) has even happened

cannot Get iiupeeueeeeted -



/Hcjwe
> Approximated filters gietoe

0dB idea

we should accept a maximum - A"

"ask

ice band attenuation (Arsis),
a minimum out of Gaud
attenuation (Asp) and two -A⇒ . . . . . . . . . . . . . . . . . . . . .

iueated

different values for the ;

cut- off frequency to allow wisp Wsis w

for a smooth transition
between the band-pass region (we was) and the step -
band region (w > Wsis) . Of course we should also
accept to have a non - constant band - pass amplification
( and non - constant stop - band attenuation) .

The approximation requirements can be implemented
through an appropriate transfer function :

Tfs) = To Sh + an-is
"'t

. . .
+ ai s + ao

Sn + bn- ish" +
. . . + best bo

We're going to see how to mathematically build this
transfer function for a LPF, and then extend the
same method to the HPF and the BPF through appropriate
variable transformations .

t-ilteriuepeeueeutatiaeeopt.ie#

>1
> Butterworth

> Bessel

continuous > Che#ypeI
time - filters

> Chebyshev type I

> Poles and > Career
zeroes

>

generalized elliptic

All - poles transfer functions implement low -

pass filters
and through the associated transformations , high band - passfilters .

Poles and zeroes transfer functions are useful in those



cases where the elimination of a specific frequency
tone is needed .

We're going to deal only with all -poles transfer functions
for our purposes , namely the Everette and the
Chebyshev implementations .

Bulterwoethm

/Hcjw)e
- log scale

Imfs]a

Dncs)
'

i:L"
:
:

:

:

:

:
=
I

e. ÷ :*
"" r

Bn(s)
:

>

Refs] The Butterworth

transfer 0
Wo

function is w
+
L

✗ characterized by just poles fall - poles
transfer function) .

n --6 ( even) The number of poles depends on the
filter order, which sets the sharpness

complex aims] of the b-and cut- off .
conjugate←

÷?
The poles in the Gauss plane are situated

poles on a circle with a characteristic
i frequency wo

,
that is related (but

i :
: not equal ) to the band - pass frequency ,

Pe
: • "

:
>

and their angular distance is set

new
pay, ay the gig, and, as a-

n .

pale
p; E.

g.
: TG) = J

n =3

(s + Wo) (s
-

+ swot Wé)
☒ 23

pn =3 (odd)
1 IPI(Q = ¥ =

zoos D-
= 2ReIpI#

Qas = / P2 =
Wo

=
I

2Re / pal 2- Woz

Example : LP FILTER

wisp = 2K - 10kHz ABP = 1dB

WSB
= 2K - 50kHz As, = zod,z

| Butterworth > µ (s)



IHCJW) e
Hfjw) = 8

0dB . . . . . . . . . . . . . . . . . . . Dncjw)
-1dB . . . . . . . . . . . . : . . . . . . .

- soars . .

→

Etat'T be easily demonstrated
2

- ODB - , i y
H (jw) = I

2-ul0kHz LasekHz W
(

t t ( Wwa)
'm

-

Note that the attenuation is the absolute value of the
denominator of the transfer function itself :

I
. if WE WBP that

y +¥wg2n > ¥Bp
I±

. if w > was that
y + den

⇐ Isis
To grant these conditions, since IHCJW) ) is monotonously
decreasing, it is sufficient to verify them for w- wisp
and w = Ws, respectively :

I.lt/wEp)meArsp
It

.

It (Wwe.rs/2nZA.2sb

( Note also that IHfjwdl -- fg = - 3dB
.)

I
. (Wwe;)

"

⇐ ( Arsi - t = Ers)
-

attenuation coefficient
II. (Wwf)

"

s ( Ask - I = Es.]
T

kn
I

.

WBP
⇐ EBP

We

%: >
ei.nl Is: 've:)"t

II
. r kn

K E ( ke)

( K = WBP] ( ke = {Bsg ]WSB

seletyiude discrimination

Kel and keel always



lute E In luke

n leek ⇐ luke
luke O ← Ket#

nzlieke order of alie K Butterworth filter

K = Wsp =
10K

WSB Sok

= 92

Epp = ABF - I = 10^10 - l = 0,50g

ESB = As} - I = 103% - l = 31,607

Ke = E. Bp = 0,509
ESB 3g @Of

= 9016

> n z luke =

lie 0,016 = 2,57 → M€3
be k lie 0,2 ajw

Pa
w.

We now need to find a proper value ÷
.

Joe w. .
Remember the result

"

i
.

E :

previously obtained : s :

:

pi :

x -

'

y

I . Ww:. ⇐ eisen > Wo > we:&
"

.

.

.

'

Hn i
II

.

WSB z ESB t Wo F ¥32 Ps
Wo

SB

Hence we should be set within an interval range
given by :

wisp characteristic frequency
egg

⇐ w- ⇐ ¥75
of a Butterworth filter

Having a range of values for Wo enables a further
degree of freedom when designing the filter (such as
having a specific attenuation at a certain frequency) .

WBP =

2Lt . 10kHz

E
""

O
,
go.ge/z=2tt . 12,5kHz

BP > t2,SkHz⇐fS8KHz

WSB

Espin
= 2A -

50kHz

31,607113
= IT . 15,8kHz



[
ITGH - I

→ ( Tfs) = fr =
WE /(S - Wa) ( s- t Sfg,two) (s-Wo) (s't Swot word)-

↳ l
- I

2. costs

Butterworth transfer functions are extremely flat in
the in -boned region (they do not have any ripples) and
are very regular across the entree spectrum .

They are intended for a maximally flat response

Chebyshev type Irrrrnrrrrrrnrrrrrrr

The Chebyshev -I approximant is characterized by
a steeper transition (with respect to the Butterworth)
for the same order of the filter .

However
,
its ice - band

behaviour is not as regular and has some ripples
( the higher the order, the more the ripples) .

When designing a filter one might have to choose

between a Butterworth model
, of a higher order but

weare regular, and a Chebyshev - I model, of a lower order
but less regular .
and TRADE - OFF between order f- complexity cost) and

regularity
IHcjw)

a
Note that the umber of

g f ripples
transitions ice - band that

i
n =

cause. the ripples is exactly
i -AN equal to the filter order .

'

outstation
otngseeqegusthgt.nu#seiFEy
- less than I flout still within

W attenuation requirements) .

The poles of the transfer function are Ima

placed around an elliptical shape +
Wrs.

within the reference band - pass circle ×

ggq.AE#etyEeIIes.haoedidt-wt
fees,

we weest find the filter order and,
×

after that, the x

pale pain .

and Q of each

single n = G t



n z luckie) ⇒ n¥Ch"(k_ order of a
luck-7 kid) Chebyshev -I filter

Butterworth

F' = ( 1 +Ei
' Yn

-
EBP

-

sm=-suuf(2m-e)En1rI¥+jaosK2m-e)¥n1rL;m=l, - -

,
an

--
-

pales of a normalized Chebyshev -I filter
t

the resulting values shall there be multiplied by wisp

Example : LP FILTER

wisp = 2K . 10kHz ABP = 1dB

WSB
= 2K - 50kHz As, = zod,z

} Chebyshev -I > µ (s)
Eisp = 0,509 Esrs = 31,607 K = 0,2 Ke = 0,016

> n z 2,1 → n =3

> T - 1,61 > s
,

: so → take only those with
Re [Sm] e- 0

S
,
= - 0,247 tj 0,966

Sz =
- 0,494 + jo → real pale ( since n is odd)

v

complex e- Ss = - 0,247 - j 0,966
eaujugate poles

> / Pes
.

= 9997 ,
Qez = 2,018

1 pal = 0,494 , Q = 0,5

→ Hcjw) = r
[s + 0,494 . Wisp] [ sat S 0,997 Wrsp + (0,997 -Wept ]

2,018

Note how in this example n( Butterworth) = n (Chebyshev) .

This means that Joe these particular requirements there
is no big advantage in using a Chebyshev -I filter .



aims]
Beissel

+ e The poles in a Bessel approximant are
t located on a parabola outside the
normalized

÷, .EE:3?n:EE:EteEiEszEeii*EE
The advantage of using a Bessel

n = he
+

model is to have a very linear

phase shift .
It 1dB

I

take .IE?aeestFaFEgnkn:taiEae '

¥
..

frequency (than wasp) so that n -- e

'

*the phase shift in- band is
better approximated by the res

h =L
\

linear relation of = - KW, 9%,
since they weave the non- -0 i Sw
linear region further feeeee Wisp . Torsos
However

,
this approach also - got

↳
linear.#--

FEIeuth.eeswtftfaeatohigdh.ee . ..
.

.

pass to stop - band transition I
will be slower

.
- 270- \--

Hence the disadvantage of using a Bessel model is
to sacrifice a sharp cut -off .

There exist no open form to compute the filter order

fades IFesg%YIEEj - usted .

fact, a table with the typical

p
>
ice -band ripples

ggg
Chebyshev - I

t ' Butterworth
t

£8
Bessel
→

wear phase shift



g§ÑÉÑe absence of peaks ( ripples) in the Butterworth andBessel transfer functions, even in presence of coupler
, conjugate poles, is due to the attenuation that weak resonance
poles (those closer to the Re axis, that do not produce a visible peak)
exert on the peaks of strong resonance poles (those closer to ~
the Im axis

,
that do indeed produce a peak) . verum

Poles and zeroes continuous time filters
rrnrrnrrrrnirrrrrnnrr

As already stated , poles and zeroes transfer functions
are useful to eliminate specific frequency tones out -

of - band; they are therefore characterized by the presence
of a notch in correspondence with these tones .

ripples
/ Hln 1 Hln

notch f
^

µy
,

*⇒ iii.
. . . . . . . . . . . . . . . . . . . .-

n = 6 Asis

n =3 fast
transition

0 0
>
w

EkÉkf⇒eE Camerino

No ice - band ripples . Ice - bared ripples .

Out - of - band ripples Out- of -band ripples .

Moderately sharp cut- off Very sharp cut-off .

Elliptical placing of the poles . ☒ Relative attenuation is .☒•

limited : ABP
> K

ASB

Generalized elliptic e)

soloesthisessue-sef.ae
we have only considered Low - Pass Filters

.

As already said, it is possible to transform and
normalize

auy High - Pass and Band - Pass Filter into

a Low- Pass
, find the transfer function parameters

with the appropriate needed, then denaruralite and
anti- transform the result into the original filter type .



High-PassEltersy#
We want to transform high - pass filter mask intolow -

pass filter
'

mask
.

I = WBP

w

IHCJW) e IHCjd e
HP beast LP mask

0dB . . . . . . . . . . . . . . .

:
0dB . . . . . . . . . . . . . . . . . . - feearueeelized)

i

- µ,zp . . . . . . . . . . . . - - - - - ÷ - - - . - - - - - - -

÷ - #pgp
: :

-

→ iii
⇒

: :

÷ :
- ASB . . . . . . .

. . . . . . . . . . . : i. - ASB
:

j i s i i s

WSB WBP W I WBP A

WSB

High - pass Filter > D= Wisp > Low -Pass Filter
w

Example : HP FILTER

WBP
= 2.Th - 2,5MHz Asp = 1dB

WSB = 2T . 1,0MHz Asrs = 20 dps

IHCJW) e IHCjd e

0dB . . . . . . . . . . . . . . .

:
0dB . . . . . . . . . . . . . . . . . . .

- 1dB . . . . . . . . . . . . . . . . . . . . . . . - - - . . .# - of dB . . . . . . . . . . . .
.

. . . . . . .

÷
.

-*

: :

÷ :
- 20dB . . . . . . .

. . . . . . . . . . . : i. -201dB
I: :

I
'

i y l l

4)2T . 1MHz Lit- 2,5MHz W I 2,5 ) S
y

L

Tcs) D=
-

wisp (bilateral) T (5)
H

W 11

jw I
= Wisp jr
S

Epp = M¥1
'

= 0,509 Es,
= 102%0 - l = 9,94

K = I
= 0

,
he ke = Of?sg0f = 0,0512,5



Butterworth : n > luke = 3,4 > n = Le

leek

Chebyshev - I : n > Ch
'

( Kei ) = 2,33 > n=3_
- Chick ')

with these requirements, adopting a Chebyshev - I needed
has the advantage of a lower filter order ( circuital
implementation will be less complex) .

> ft = 1,64

> Pez
-

- 0,247 Ej 0,986 I pest = 0,997 Qez = 2,018

Pa =
- 0,494 tjo I pal = 0,494 ( Qa - 0,5 )

IMEI
x
: l

Pe

s'

73
I
- 1

it's a LPF !

I
> TCS ) - Y

Qi,

+ Hast)
" 174/123/2

(I -1/104) (52+51143 (I -1/104) (52+51%3+1935)

→ Tfs) = 1741412 = I fall past? s
'

T (Wgp -1/44) (wgqitw.%e3.gl post) (wisp-15/74) (wrsftw.si/&g3stsYpesl7it's a HPF !
S3

=

ftp.gvstspe.YE.tfa:p)

I - 1dB In
0dB.*# t

:÷T¥
,

t
goo -

(
i
\

> f
2,5MHz



Band -Pass Filter synthesis
We want to transform band -

pass filter
mask into

low -

pass filter
'

mask
.

I Hcjw) e IHCja) e
LP mask

0dB . . . . . . . .
. . . . . . -s. . .

'?!
. >. . . . . . . . . . .

: 0dB . . . . . . . . . . . . . . . . . . . (eeoruealized)
- ftp.p - - - - - . .

. . . . . - - - . . - . - - - - -

÷ ! - A-Bp
: :

nuke

*. . .:ii÷
⇒

,
÷
,

÷
y l l t

w Wo WBP W I SSB
S

V

logw. = log wispy legwisp = 12 log wispwisp

> (Wo - wisp wisp] geometric center of the band

(BW = Wisp - was] bandwidth

=

Wg → (Q = Bug] Q - factor of the band -
pass filtery

ieeeasuce Loc the
filter selectivity

Let's try the following transformation :

⑤= p t fo
{ Lpf} ja jwa {BPF]

>
• WT

f w
.

"-

I plane p plane
§ = p

-
t l

p

p I = ptt 1

p2 - psi + I = O

pi -a
=
I ± VIZ - 4

"

=
A-tjr±f¥j¥

2

We are only considering 5 points on the imaginary axis :



W
--

A-= 0 → pea
-

- jet 's re-14 =jr±rt4=j(z±E)2 2

This transformation links a imaginary value with
two new imaginary values

.

{LPF} ^ ^ EBPF}

- 1,62 - 0,62 0,62 1,62
prnrrrrrnrrrrrrrrrrnrrrrnf > Irrrrnrrrrfhrrf nurturing >

- y
O

l S
- y

O y
w

" I " "

p
"

0,62
S = - l w = - tz I Sz =

- 1,62
D= O w = I t

1,62
s = l w = 12 ± § =

- 0,62

> This is a valuable transformation to reap a bilateral
band - pass requirement into a bilateral low -

pass

requirement
Htljsdl altlfjw)

:

- ÷
:

.

iii.

a n

I
=p tf e

<

95 ! >

→ =L

FTI AT
-

HTT . . - a

¥

This transformation however care only account for a
Q -factor equal to e- ( the equivalent LPF gets otherwise
demoralized ) .

> We need to expand the mapped LP transfer
function

> I = Q :p + FI



Of course we first need to normalize the BPF so that
the center frequency we is effectively at L:

p = S
Wo

w I = Q ! sw.tw)
I = @ ( s

' two
S Wo

-

5 =js ,
s -- jw

D. = Q (w
2-WE
W Wo

-

Example : BP FILTER

WBT = 2E - 4MHz Wisp = 2E - 6MHz App = 3dB

Wsj = Ltt - 1,8MHz Wsis = Ltt . 15MHz Asps = 30dB

I#He
BVV = 2MHz

0dB . . . . . . . .
. . . . . . .s. -

t.M.tt?
. >. . . . . . . . . . .

: ,

- 3dB . . . . . . . . ..i
÷ ! fo = 4 - 6 MHz = 4,9MHz
: :

sod. i? a .¥w=a .us
, ,

÷
.

y

1,4 4 fo 6 IS f- FMHEI

IHCjr) e
LP mask

SBP = Q ( 6 44,9g) 0dB . . . . . . . . . . . . . . . . . . . feeoruealized)

= 2,45 . 0,41 = I
- 3 Bp

r
.
. ..su:#⇒

↳ aims

...

.

t÷÷÷
= 6,7

0
I 8,7

A

Note that we are mapping both sides of the BPF

to one single HPF .

How can this be done ?



In principle , for one BP mask there should be two
separate LP measles

,
one for each side .

Both measles eeriest use the same transformation :

s = Qfw
'
-wi

-

W Wo )
(the left side of the BPF will get negative values for
the parameters of its LP mask

,
which can be neglected

and eauooeted into positive values - remember that the

transformation is bilateral) .

In this specific example, the two masks are exactly the
same since we have a geometrically symmetric BPF

,

'

that is a filter whose central frequency is the sauce
for both band-

pass
and stop - band frequencies and

whose attenuation is the same on both sides :

Wo = Wpstp Wfp = 2A . 4,9MHz = WEB Wspj = IT . 4,9MHz
T >

I t
A-
Bp
= ABI = Afp = 3dB Asps = AIB = AIB = 30dB

For this reason we can use one single mask to wrap
the entire BPF

.

D.⇒
= Q ( arts- word) = Q wisp - WE =L

WBtp Wo WfpWo

Dsps = Q (WIT - word) = Q w:3 - Wd
= 6,7

Ust Wo Wsb Wo

where the filter is not symmetric , one should consider
the mask with the tougher requirements .

Epp = M¥1
"

= 0,998 Egg = 103%0 - t
'

= 31
,
Sl

K = I
= 0,149 Ke = 9998

It
,
se

= 9032
6,7

Butterworth : h > lied = l
,
84 4 h - 2

Aegeus

Chebyshev - I : n a Chit (3425) = 1,6 > n = 2

Che@it )
jen

* i
.

.



> T (5) = 8- =
I

£2 t S tf £7 & Lt t
Q

£
= Q ( s

-
t WE

S Wo

numb T (s) = l

(Q ( stiff:D 't EQ Ww:) + i
= &:S)

\ l
l r e

-
use Matlab functions :

- foot? Ee ra 11
' ' l l

-

T T

( top- mean , bp-den] = Ip Lbp ( Ep - nun , lp -den ,
Wo

,
Bw)
,

-

bptf = tf ( top- mean , bp-den) l t

-

pzmap (bptf) -

l l

-

- bade ( loptf ) \
'

' '

LP (w) - LP (s) I = S
WBP

HP (w) - LP (S2) I = Wisp

S

BP (w) > LP (s) I = Q s
- two
S Wo

Done To Do

Filter mask specifications Filter

^sina.at:759?uIEidneEEties@Deriving the network > circuit implementation
transfer function



So far we have analyzed the mathematical procedure
to obtain the filter transfer function starting
from the mask requirements .

We now have to proceed to the electronicimplementation
of the filter .

Generally speaking, we would expect the filter transfer
function to have the following typical form :

1- (s) = J - CS + Wz
,) ( . . . )

(stove ) ( s 't Slava + WE) (
- . . )

such rational transfer function , whose nominator
and denominator are composed by the product of
first and second order terms only , suggests -to use
the cascade of many

"

cells" to implement this
type of filter .

> cell

o Tels) Ta (s) BG) •

0in
^

.

^

Gout

0

I =

The idea is that using proper amplifiers it is possible
to deliver a signal across the cell independently of
the impedance seen at the input or at the output of the
cell

.

So if the cells are properly decoupled from one

another we can write the overall transfer function as

the product of each single transfer :

Tfs) = Taels) T2 (s) Tss (S)

Each cell therefore has to implement just one singularity✗ at a time : either real ( first order) or complex conjugate
(second order) singularities (poles oe zeroes) .

For example : TG ) = f
Cst we) ( s-+ ways + s)

= Te(s) I.(s)

> {
Tics) = ye

s + we

T2(s) = ye(s2+we- "

Biquad cold
"



First order cell

11
↳

( a simple RC m

network can Ra Tfs) = To Its ( Cet Ca) (RedRd
Re

also work ) y m -
t It scare

④ . (it B)
Ce tout Re
a- +

0in

CHET cell implements
fallen key cell 1

a LPF; switch C with L
R to implement a HPF~

It 's a second order cell
.

=
Ce

0in
o w or m -

t

k> o
→

o

DC gain is equal to K .

Re Ra Gout

Ce introduces a zero at DC
,
the

two capacitors are interacting
% ↳ +

k= 1+2-1
=

-

and introduce two poles .

ur

Note that the feedback is positive , therefore p.az Rio

G-Go
,
must be lower than I

. =

( we assume theajw
a-BWP of the inner

stable >
>
>

→ >
±

>

+
unstable loop to be much

i KA v larger than the
n v

a v poles of the
*> >T.ee -* • e ee e e e

'

> > > > > > >
a

entire circuit)
I ^

✗

^

Q =0,5 Wo
n

>
L

7
1-

>

>
>

> •

↳
a -_ as

This configuration is very convenient because it allows
with just one amplifier to have a fixed radial frequency
Wo while freely setting the a factor of the pole pain .

(it decouples Q from Wa) .

Let's compute G- loop to exactly determine the position of
the poles .

=
Ce

t/ Mr o W-
Of

a

Re R2 off
=

C2
=

=



-
G- logo (s) = j des tf Watch out for the zero in DC !

best best t the usual form only accounts
for finite zeroes (there

Need to modify the should be no te )
circuit so that the usual

form still holds, but in
£

such a way
that we are R*

then able to revert back me

to the original network

X
G-execs) = III.

•

G-Ego (s) t Mri
°

KY
-

%+€ k °

y
= K Re =

RetRt Ca

be = (R* N Re) Ce t ( Rz t Re KR*) Ca
=

be = Ce Ca ( Re KR*) Ra

Cee = R
*
C
,

R*→ as

→ G-fee
,
= K Re ft s↳Rtt

ReIR* (ReF)RaceCast ( (Re#) (Cet Ca) t Racz] s t t

⇒ Glee
,
= K S Ce Re

ReRsCeCas
-
t [Recut (RetRD ca] s t t

closed loop poles < > Colee
,
Cs) = t

s'ReRaceCat s [(t - K) Ce Re t ↳(Ret RD] + I = 0

>

compare
it with the canonical form :

St
won two @ t

I = O

mummy Wo =
I Q = Re RzCeCe

ReRsCeCe (t - K)↳Re t ↳(Ret RD

Note how w
.
is directly dependent on the value of resistors

and capacitors of the circuit, whose actual value can

fluctuate due to tolerance issues
.

This is a typical problem of analog filters, since their
parameters depend on the real values of their components .

Temperature variation, process more - uniformties and



so ou can cause the target specifications to differ
from the implemented performances .

What is usually done to cope with this is to implement
an auxiliary system whose role is to check what is the

actual value of the resonance frequency, compare it to
the desired one and accordingly fix it so that they
match ( in a sort of negative feedback fashion) .

The Saleen key cell, however, has the ueerit of having
a Q factor of its poles that is very robust with respect
to variability of its components :

Q - cnet.gr#EEEE
In this form it can be easily seen that Q depends
solely on the relative variation between each component
(rather than the absolute variation, like it was for Wo)
which can be easily be controlled through proper
fabrication techniques - such as the ceeeuuoee centroid

geometry - and is therefore eunuch more reliable
.

A disadvantage of this cell is that it has quite
many components (higher cost) .

It would be eine if
they could scenehow be reduced

.

→ Use only one type of resistor and capacitor
(Re = Rz = R and Ce =↳= c)

mummy Wo = I Q =IRC3 - Ke

Ra Rb
H rn rn

k = It RI

c
L
-

Ra

=
o Tout

Vino M o M t

R R

÷
=

Mind that even if Q would seem to have lost
any

dependency an analog components (and their variability)it is still a function of K which depends on the ratio
of two resistances .



When K = I + Rfra gets closer to 3, Q tends to infinity
and a small fluctuation of K can cause a huge variation
of Q .

Qn ajw
AQ

%
•

µ

" " " " " " " " " " " " " " " ' " " " " " " " " " " " " ②0

i. - - - - - - - - - - - - - - - - - - - -

;÷::÷÷,÷:|
e

A-Ra A-Rb

This filter is, for this reason, not reliable in those
cases where a Q factor bigger than v1 ( K > 2) is needed .

An alternative solution would then be to remove
the dependence of Q over K

, by setting k= 1- fixed ,
and allow for different values of resistors and/or
capacitors (so to still have a degree of freedom to
set Q and Wa) :

Q = Re Racecar
=

CeR
(1-E)Care 1- ↳(Ret Rsl Ca (Ret Rz)
¥

We can choose to have the capacitors ratio equal to
a fixed constant n ( Ca = nc , Ca -_ c) while the
resistors are exactly equal to each other (Re =Rz=R)

Wo =IT
repo

Q = n
2

=
nc# . oaet

Gino M o W

R R ↳ K =L

=
c

=

In this
way Q only depends on the square root of n,

which means that it is quite robust to the variability
of the filter components .



This kind of approach is best suited when a pale pair
with a large Q factor is required

Anyhow there is a drawback with this design which is
the increasing area of the capacitor needed to watch
a larger value of Q (since n = 405

,
a quality factor

twice as big requires a capacitor four times as big) .

Universal cell

Let's consider the ideal integrator eaeefigweatiaee :
C

H
R

0in . ur - Of.net = - tpc = - WS
o Tout

+ We = I
RC

=

As a standalone piece of circuitry , the ideal integrator
doesn't do much because of non - idealities such as voltage
offset and current bias causing the output to inevitably
saturate

.

Nonetheless it can still be very useful when adopted
as a building block for transfer functions .

E.
g. : TG)

= psst transfer function of a HPF
(S2 t Scavo t Wd) S2

Gyp→ Gout =join
I t Wo t word

QS S2

Gout (t t §; t WSI) = Vin f
Gout = Vin f

- Oaet (↳) - Gout ( WII )

T-

oat Wso

join >I • > -
we

. > -
we

. > Gout (Wg)
-

a s s

Fautt



MR 3

MR- 11C 11C

-

R
-

R
-

un m -

0in o wt + + +

Re
.

= = OrpOHP

my

Ru
0

GBP

The network provides three different output each
corresponding to a different filter shape of the eoeiuuoee

input .
This is why it's called Uuioersaecell .

Each filter output depends on the same radial frequency
Wo = the and quality factor Q .

In order to have a feedback branch from LP to HP with
a gain equal to -1, as demanded by the calculations,
Ra and Rg must be equal ( Gap

↳

=
- 7¥ - Up) .

To compute the value of Re and Ru
,
we apply the

superposition effect :

Grip = ( RuRetRa) (t + FE) Vin
=

2 Ru 0in
in Re1- Ru

Ohp = ( Re

Re + R↳) + ¥3) 0in = 2 Re Gsp
Bp Re + Ru

OHP
↳

= (- P¥g) Up = - Obp

→ Oµp = 2 Ru Gin + 2 Re Opp - OLP
I Ret Ru Ret Ra

Gout J W
to

⇒ Q = It Ra Ri J = FI - ¥2

↳ once Q is set through the
ratio Run

, , y
is also set and

cannot be changed !
There is only one degree of freedom (Ft)
for two variables (Q and y) .

¥
• J and Q cannot be independently set ☒

¥



This configuration has the great advantage of providing
a high - pass , band - pass and low -

pass filter in parallel
while using just three OPAreps; it has however the minor

drawback that the grain of the filter cannot be set (which
is not a big deal since an amplifying circuit can do it

in its place) .

Another advantage of this cell is that it is useful for
the implementation of poles and zeroes transfer functions .

T (s) = S't S WZ Qz t WE =

(S2 t s Wo Q t WE)

=

c
?? , t 97.9 t.EE ,

Gout
= Otp t Opp pi t ELP Ba

R3
ur

R2 C C
ur 11 11

-

R
-

R
-

M m -

Vin o Mv t t t

Re °OHi =

°

Chp

Wv

RH o

o
BP

}

M o M

H

t I

}

Gout
o

we care now think about how to improve this cell .

One way could be to remove the first amplifier (which
is used as a voltage surviving mode) and replace it
with a current summing made



✓

Tow Thomas call

The idea is to seem the various ceeeteibutiou of ours
in the Universal cell in the form of cweeeeet instead
of tension , so to avoid using an OPAMP .

x IR* OBP

join thrumming
-

WIR
* I

> -
we

. soap
a s s

} E¥
these are

- ×tR*#
now currents ×

The current swimming node can be the victual ground
of the second amplifier :

a- ?
Rtx
-M - 1-

C C

11 II

t.
Vino NX -

R
-

Rtx a un -

+ t
o

=

w

) F Ohp

QR*
.

(eventually R* - R)
OBP

Apparently this solution does not offer any advantage since

now the gain of ours has to be implemented through
an inverting stage (i.e .

another amplifier) .

This issue doesn't actually exist however : commercial
OPAMPs typically have a differential output ( fully
differential amplifier) , so in order to achieve a gain
equal to -t it is sufficient to cross the polarities
of the output :

R

a#
rn

R / Hc R
Ile

y
o M t o NN or

0in Up

. m .

-

R if / II
m C

Q R R
I



r

Au alternative to active cells for the building of a
filter transfer function is Ladder Networks

.

The advantage of using ladder networks instead
of cells is the improved robustness of the resulting
filter with respect to components variability .

Example : consider a Chebyshev type I transfer function
of order n =3; using active codes

,
the filter

can be implemented with the cascade of , Lee
instance

,
one first order cell and one Selden

Kay cell:

Iiit = Tls) - 8
( stew.> (←+↳ + w⇒=

Tels) - Tds)

: :

i. Te ! Ta
,
I 104. i

'

.

. .

. M . 1/1 :

: Rio :

X
:

: Ra . :

: i m- - : R :
'

: I'm Mr K
'

: o Gout

Vino ! M t ! R ee !
i Re = : C :

:
-

C, :
=

:

'

= : :

'

.

.

.

: : :

However
,
this solution strongly depends on the tolerance

of its ceuepoeeeuts . If we were to consider a variability
of tee to in the value of the sodden key feedback capacitor,
the resulting filter shape would be greatly impaired :

""

if :

w

Adopting a ladder network topology for the filter
implementation allows, as we will see, for a much
more limited variation of the filter transfer function
where one of its components has some fluctuations .



The idea behind ladder networks comes from passive
networks

,
that are made only of resisters, capacitors

and inductees .

Using a passive network to implement the filter from
the previous example , it could be built as follows :

ladder network
Itfjw) a

0,
Re Le La

•

0,5# . . . . . . . - - - -

:Eon -m e.
Eat

( J o

>
Re - R, = Re The ladder retweet (the

doubly terminated reactive part of the circuit)
adds three poles to the TF,

which can be adequately adjusted to match the filter
specs,

while having a DC gain exactly equal to 1 (also
the gain at w

-

- w * will be equal to 1 since we are
implementing a Chebyshev - I TF with in - band ripples)
It is important for the network to be doubly terminated
as it allows to have the maximum possible power transfer
at DC (and at w=w*) from input to output .

@ DC or w = w
*

:

R . . - - - . . . .
- - - . -

o M-o . . . . . . . . - o o tout delay .
Jaleel of

0in ¥② - Gout = win the sinusoid

T R ER 2

sinusoid
=

R = ( Yin)-2,1 = 184¥' = Rma
0in - IOinlsiuwt

maximum deliverable
so generally speaking , for any power for a resistive
daub-by terminated ladder network

,
network

there will be seeue frequencies (in this
case
,
w - o and w=w* ) that grant maximum power

transfer from input to output and foe which the TF
reaches its peak value .

Let's consider the dependency of the output power on the
frequency of the input signal :

B. (w) = logutl
'

. ¥ a
loin14T (just

'

2K

( Ikaw
*
01 ' Luigi - 2ltGw*HdlTfiwwHw=u¥o

> max
.

at w=w*



> @ Itcjwl = O
DW w=w*

As it was expected ,
F-he peak i! the delivered power

corresponds to the peak in the transfer function .

Even though the result is obvious, it must be noted that
it holds for a TF that is a function of its network
parameters as well :

← ↳
,
La
,
C

T = Tcjw, x)

R = R (w, x)

OR = @ > @ IT (jw, x) l - O) Orchard theoremDX w=w* DX w=w*

This means that if the capacitor on the inductees
were to slightly differ from their nominal value, the
transfer function would not be changing wench around
w
* (at most it would shift a little since w* would

weave depending on L and C) .

ITfjw) a reduced
R Let Lat

• variability !
0,5#---#y

""
m m

¥
:
"

A neace intuitive explanation for the reduced variability
of the transfer function can be understood considering
that in a ladder network all components are coupled
and interacting with one another

,
so the variation of

one parameter won't affect just one pale , causing the TF
to deform, but rather it will affect the TF in its entirety
( causing the afareseeu shift ) ; whereas in a codes cascade

fluctuations of a single cell parameters were't be "
seen

"

by other cells causing the TF to deform in those points where
the fluctuating cell placed its singularities .

Therefore , for high order filters, it is usually
recommended to adopt a ladder network implementation
since the use of many active cells could heftily impale
the variability of the resulting transfer function .

Issue : inductees in integrated circuits



We need to implement badder networks without using
inductors (which are practically impossible to have ice

integrated technologies) .

We can mimic the behaviour of an inductive impedance
through an active network

> gyrator is

i.⇐ ;
→

0s - +

+
G-BWP

I { JR is Jo
f
- 0s } Req = 2K

R

-1¥ /
c

- -4¥
ist
→

§ Ris 33 Leg = CR'
R

=

2- in = Os E.g. : R = IOKR C=10pFIs

Oc = Ris ie = SCO
.
= s CR is > Reg = 20KR

Us = Rist fistic)R = 2 Ris t SCR (isr) > Leg = lmtl
= is R ( 2 + SCR) I

t¥¥
→ 2- in = 2R + SCR

'

= Reg + sleq

The gyrator can mimic an inductive impedance0J .

whose Sete could never be obtained with real inductors

(in integrated circuits) .

This is not the only gyrator topology but there exist

many more
with different characteristics :

- + Oso

R C
R

0s •

¥
In

. 11 . M . M . MN

,

-4¥ ?3 Leg = CR
'

R R

+ -

=

(Req - O)

There are of cause some limitations of using an active
network instead of a proper inductee :



1) the inherent bandwidth limitation of a feedback circuit ;
the active network must work with frequencies much
below the G-BWP otherwise it loses its inductive behaviour

2) the noise introduced by the non - reactive components ;
an ideal inductor would be noiseless

,
while the gyrator

has resistors and amplifiers both contributing with
their own noise

To solve the first issue we should look for
"

feedback - less
"

gyrator topologies, such as the following one :

> i.e. w/o
virtual ground> is

Vs o /→ . +
it
,
= Gm, 0s OI = is

> SC

zi.the input -
is = - gm.ua

-

= - gmegmz Us = - is
SC

impedance =

is NOT set

a

> 2-in = 0¥ =
SC

by a feed - ,

gmigmz
back induced

←
=

virtual i, -1¥ Leg = C Lea

Gmegm,
↳ •

→ by

ground =
is

=

To obtain an equivalent inductor between two nodes ( so

far it was eerily between one node and ground ) the following
topology can be used :

is
Oc = ie = Osgmi

SC SC

is = gmz Oc = Os gmegme
SC

.

> 2- in = SC

gmegme

to Us
<2

-

3 -1¥ Leg = C= = =

gmegme
#

is
>

The major problem with this configuration is that the
transcendentareas of the two OTAS must exactly match .

In case of a mismatch, the equivalent impedance
will not be just an inductor : aimis

-

Gma = gm + Agm in = gmz Oc = Ostgmehgm + Us GmiAgm
2 SC SC 2

Gmos = Gm - A&m iaet-gms.ve = Us gmegm - Us GmiAgm
SC SC 2



iin - tout = Us GmiAGM = Ai in Os

SC
o→

< giant
Mr

di = is . bgfm = Os Ign n is
>

i

gm Eeg Gm ¥1117k ↳ ↳ EH ¥2
2-2 = I

is
£3 = G-

Ditz
= =

02 = 0cm + 0£ 03 = 0cm - ¥

2-
a
= 0am

+ ¥5T = S 0cm .

2Leg +
⇐

Diez 0s bGmGm bGVgm
2-3 = s 0cm .

2Leg - SL_eq
Os bgmygm bGVgm

other issues of these gyrator configurations is the
finite output resistance of the OTAS ( so for instance
the inductive zero will not be exactly in the origine
but at a low

, finite frequency)

0in
Doubly terminated • gyrator • gyrator %"

ladder network from
previous example using gyrators .

= C & R
= =

So far, we assumed that a ladder network could

only be implemented as a passive network, hence
our discussion about gyrators and imitation of inductive
impedances .

Is it possible to obtain a circuit that operates in the
exact same way as a ladder network

, retaining the

same transfer function as well as its robustness with

respect to the variability of its parameters, but that
does not make use of inductors at all ?

The objective is to use only resistors , capacitors and
active components where needed to implement a whole new
network whose transfer function is the exact same as

that of a ladder network
.

The starting point of this approach to filter synthesis is
the derivation of the links between the state variables

of the original ladder network . I
electrical variables
related to the energy
stored in the network



Energy of a network a voltage across capacitors ,
current along inductees
-

Re Le wa La wat
state variables

° Me Mr ⑧ Mr o

→ →

§ 0in
i
-
= c
i
' ER

,
→ we need to find 3

= = = independent equations
that link the 3 state

& = E ( in , is , Oc) variables of the system:

is
,
i
,
and Oc .

t
- in = Ori: / anything related to the network2
.

Oc - Gout
= is performance and to the overall

S La transfer function is within these links
3

. ie - ia = Oc SC

we can try to obtain these equations using ideal
integrators as building blocks (similarly to what we did

for the universal cell) .

It is better to first convert all variables to the same
physical quantity ( voltage for instance) :

i* ia=Y
y{Ue , Va and R* are just a mathematical expedient to

ease the dissertation
, they do not appear in the

qq.gtiuealuewuet-uweoek.net
will be needed for the synthesis

1
.

I = Vin - Vc 2
.

Oc - Gout
= I 3

.

Ve - G = Oc SC
Rt Rt SL, S L, R't Et R-tx

(4.) Gout = is R = ¥* . R
2
,

this equation is needed to derive
the transfer function but does NOT

give any information about the
energy of the network (in fact, it does

not link two state variables and depends
on where the output is taken from )

1
. Win - Uc = Ve Rtp#e = Ve ,Rz* t Oe she > We = gR↳* (Vin - Oc - OI¥*)Rtx

2
. Ga = GRI ( Oc - Gout) 3

.
Vc = step*(ve - Oa)



R
. R*

> we

0in .
-t
I s - jR→ Oe

th - l

Koe t
e I

> We
-* a

- e th

E s - IES s.
o
.

+I
> Wa

Tout ol

+Reps*

Since this circuit holds the same state equations as the
original ladder network, we expect the two transfer functions
to be exactly the sauce ( and so their dependency on their
components and the reduced variability, which is what
matters after all) .

The original parameter x that was related to Le
,
La

and C is now related to the radial frequency of
the integrator blocks :

↳ > We ↳ > w
,

C 7 We

@ttbixwiMw.w I
> We , Wa , We

therefore the robustness w .
rt

.

the components tolerance
is correctly retained .

Note : the sensitivity w - r- t . R (and Rt) is Not limited;
nonetheless

,
this problem was already present in the

ladder network : in fact, the transfer function is
indeed robust against the variability of the reactive

components, but it is not necessarily so for the
resistors tolerance ( OT t o ) .

DR w -- w*

Anyways this problem can be dealt with
,
both

in the original network and in this new synthesized
network

,
since the sensitivity happens to be dependent

on the RATIO of two resistor : a conman centroid
technique helps reducing any possible mismatch .

We should now ask ourselves : how many amplifiers are



needed for such implementation ?

At least 3 amplifiers are mandatory to build the three

integrators .

The three suuuuiug nodes can also be implemented
through amplifier , however the cheaper approach (as seen

for the universal cell) is swimming currents instead
of voltages using the virtual ground of the integrators .
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⇒ To provide the
proper voltage output it has to be :

Gout = Oz RR#

(F) o M M o U2

Rn
o

Ry
Gout

but = prayer
,

Oz = Rz* Va and Rat Ry = K¥5

→ { LITRE Fat
Rat Ry = 42*5

R

⇒ {
Rn = Rt

Ry = (Rfk Rtx

(RMR

T- R*#
0in# -
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R

r* } t Vino
-un
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"
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"I
- o

Gout
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L

How do we obtain this circuit's parameters in the
first place ?



The normalized values of inductance, capacitance
and resistances of a ladder network ilowsgassfiltee
are generally given by the proper table of values

The table provides values for the reference low -

pass

filter with wisp = trad and Re =he
The values merest then be properly demoralized to
derive the actual parameters of the ladder network
( Le , La , C , Re and Re in our example) or rather the
equivalent parameters of the integrators ( Ci , Ca , C ,
Re
,
and Ra) .

The
process of demoralization typically leaves a few

degrees of freedom when seeing the components , so it
has to be merged with whatever power noise sensitivity
constraint to define the optimal filter implementation,
as we will see .



Example : ladder network band - pass filter
pyo) Gaut

Wo =
I

<c
-

Q
• Mr °

Rc ~¥L
0in§ E) § E'¥ §R" Q = E. R~wocR~WR.tn
= = = =

r=£
1-G) =Vs

S
-

LC + slept 1

Assume R
"'
= 152 E

'
- 11-1 C'" = IF normalized values

.

We need to deuoeuealize Wo to a certain radial

frequency N :

WE' = trad > Wo = N trad (target BP frequency)

> Divide both E' and C" by N :

E) = Li"

☒
C'" = Cc"

M

we must check that Q did not change during the we

transformation :

RHIQ =

woke,
=

R" R" V Q remained coast
.

(Wi"-1*1.4%+1
=

Wi" . E'

However if N is not large enough ( at least ~ 109 !)
we might get a value for C

"'
=
0'

☒
= ¥ too large

to be practically implemented .

> Multiply R
" and L"" by a factor M and divide

C
"'

by the same M

R = R'" - M L = ¥ .

M C = C
'"

N - M

check that Wa and Q stayed the same :

Wo =⇐ =

N
= Nrazd ✓

*MACHI

Q =
R R"'M Rea

Wo - L
=

(WI? N ) (Koff )
=

WE? E
'

✓

Now it seems that
,
while C can be low enough by adjusting

factor M (which also determines the value of R) , L
might be too high .



This is not a problem since the inductance L is not

actually implemented : it is either replaced by a
gyrator or identified by the capacitance of an integrator
Block

.

In the latter case
,
we knew from previous

computations that the capacitance that will eventually
get implemented is proportional to said inductance :

C
,
= Ie
(12*5

> Size R
* to obtain a proper value for the

implemented capacitance of the integrator blocks

Normalized Band -
pass

Resistance
values frequency ( N) value (M)

Rco
'

× l x M

ca' x l N x
1 NM

La' x t ly x M N

gft.TW?dditiaeaeceeueueuts to clarify a few thingsm→gFor starters
,
as reported in the tables , some Chebyshev -I

{
configurations are not doubly terminated; it can be
demonstrated that the Orchard theorem (and all the
discussion held so far) is also valid foe non - doubly
terminated ladder networks

.

Now
,
a crucial point we haven't cowered yet is how

to implement high - pass and band -
pass filters

with a ladder network
, starting from the afoeeseeu

normalized low-
pass

values
.

We know any filter mask can be converted to a
eeoeuealized low - pass mask, foe which we have

seen the table of values of the corresponding ladder
network

. Given these values, one can revert back
to the original filter type through the following
transformations :



[
Band- pass
width

O

so
, for example, the demoralized high - pass filter
is derived Leave the normalized low -

pass ladder
network by swapping inductees with capacitors
and oiceveesa

,
with the proper deuoeuualiziug

transformation .

This table does not take into account eventual
demoralization of R, and Rz . As we've seen

, sizing
the terminating resistances to the target M value simply
entails scaling up all inductance and scaling down
all capacitance by the same factor M .

In general , to obtain the ladder network that
implements a certain filter, these steps should be
taken in order :

filter specifications
v

filter mask
v

normalized low - pass mask

Butterworth Chebyshev order
RLC values foe normalized

"

low -

pass Butterworth Chebyshev
demoralized

"

RLC values
=

¢ a s

implementation through implementation through§
.

sonatas
←IF:*:b 3dg⇐

Tweet awww



So far it seemed like we could choose the values

of the resistances and capacitance in almost
any

way we wanted ( for instance, we could set huge
R and R* values to euiuiuvize C and Ce) .

However
,
the setting of resistors and capacitors is also

influenced by the filter non - idealities : noise, finite gain
distortion

,
etc

.

VDD filter
-

Hoo

0in t Sin pMMhf
^

alba ( a ⇐ I takes into
2

~ .

.

.

am.÷÷÷tn:÷÷÷:=

= -

oilnoise =

The Signal -to -Noise ratio considering only the filter
noise is given by :

1¥): HIE
.

?£¥ =

K¥5 . I
=

Ca¥5 . I
↳ KTR . 1- KTC

↳RC

All the additional noise (coming from the source
, early

stages , etc .) can be taken into account by adding the
noise figure term:

(
is the ratio (¥ = CAVE)? I
between a specific (et
noise over all other

,

noise sources (F) ; ⇐ Lot
,

= Q Vas C"

sometimes it is also 8kt(t tf)
indicated as the ratio

between a specific noise
over old noise sources Gtf) .

Note that to reduce the noise
,
the capacitance value

should be increased
.
However

,
the band -pass frequency

of the filter must not be altered, therefore the resistance
should also be decreased to compensate ( BW a Lz) .

This statement goes against the criteria we adopted
clearing demoralization : if we choose smaller capacitance
( and bigger resistances) we reduce the silicon occupation
but we increase the noise

.

mud Trade - off between silicon real estate and noise



Not only noise , but also power dissipation can be an
issue when choosing the siz#toes and resistors

.

To compute the power dissipation of the system, we need
to ask ourselves how much

energy
is drained from

the supply during each cycle :
tpd = § = @↳C) Has - f = AICHI f-

I

charge collected from p . s
.

So a larger capacitance will cause higher power
consumptions .

ummm> Trade-off between power dissipation and noise

Example : band - pass filter output noise PSD

11
'

AeSoe Ri
in

o. M -

Sir

=
☐
out

☒ + ↳ finite GBWP
= Sua

Te G) = - E 1

Re 1 +SCR
= - G,1-

1T£
.

+ as + is

↳ < niet? =) 4 KTR, / I Cjw) /
'

df = 4ktRe G-if df
a

• 1t@q.Y
=

= 4 KTR
, Gi WU

Tpfs ) = - R 1-
It §

,

not < halt >R = 4K¥ .
R
-

W.

4

I. (s) = ( 1 + ¥ )
1 + Sc ( ReHR)

= Ga 1+4
I + SCR 1 two

+as

< noiu-z-fson-G.it#w--Tdf → + co di#ut !
a 1+18.7



we erroneously considered
transfer function Ta to be ideal

however the cut- off at higher frequencies
due to the finite GBWP of the OPAMP
should be taken into account

d

f
< not

real introduced by the
+ finite GBWP when Geoff
Wee

too

2 µ +⇐F) df< hint >
a ,eae= f. Soa GA ¥-121 + (¥2

This integral is not easy to solve in closed Loew ;
nonetheless there are tables that give the result
for sauce standard functions of this type .

In this case :

£+0 it Is
"

df = w¥ fit ? = Bw
S2
* 8*2+1 -

where (1+8)/1 + %) = its + Foz) + ¥wu= et s + ÷.
> WE = WeWu Q - WoWu <

We + Wee

> BW =
WoWu

.

We Wu { I + Wawa] = We G- a- = Wz
4 Wot Wu WE

v

I WoWu
+ (WoWee)Z

↳waw:
=
• + %(ww÷) = F- + ¥.

Wu >> We
^ ↳Wu 4

I Soa coat - BW = Soa G-Fly + SoaWiinut < Nauta >
real ↳

A faster , intuitive way to obtain the same result
without incurring in all these calculations is to
consider the filtering effects of w. and Wu as

separate contributions .

Given that w.ee Wee , we can assume the total output



noise to be the sum of the noise PSD integrated up to wa,
plus the noise PSD integrated

Gaya
Y
te wa :

→ < haha I shout > t shaft> = §o← Coat
, If#adf t 1+57%+1uydfreal

= Soa Cta awe + Soa Wau

I sweat > = 4kt Re ( Fa)
-

Ya t LeKTR Wu- t

+ Soa (et Fa)
'

Afo t Soa

are ideally infinite a-Bwp would cause an infinite output noise

Note that the GBWP of the amplifier appears inthe expression of the output noise (through wie) .

The higher the G-BWP
,
the noisier the output (since

< neut> a wee) .
For this reason having a too large G-Bwp

come harshly impair the performance of the filter .

If lowering it is not an option , then additional poles
should be placed at the filter output to limit the
overall noise transfer

In this example we've only considered the noise introduced
by the filter .

However the source signal comes itself with
some noise

.

C

in .%%mr.
.

a- ¥
.

- a

Sin out G-
a
= l t Re = It G-

0in# t

Re

= Soa

2 2

< trout>
⇐+
= Sin Ge Ye + 4ktRe Ge Wo t 4KTR HI t4

+ Soa Cta we + Sox Wu
4 4



> snout>
+⇒
= Sinai eye ft t hesitate + ask.IE?tssoEHa.t9ttss.7a..ww: )
-

F

The designer's objective is to reduce the noise figure :
since he has no control over the source noise

,
he eeriest

make things so that the filter amplifier noise is
negligible compared to it - that is, so that the noise

figure F is as low as possible .

> High gain G- = Ez .
In this way

the signal noise
gets amplified and the filter noise is overshadowed .

> Low resistance Ry .

The thermal noise of Re is
directly comparable with the source noise, so a lower
value for the front end resistor is better in order
not to produce a noise greater than the input are

> Low input referred noise of the OPAMP Soa - 8kg'T .

A
proper input bias of the amplifier should be

adopted so to have a low input refereed noise .

> Low 6-BWP n Wu .
As already discussed, a larger

G-BWP allows fer meeee noise of the OPAMP to
reach the filter output ; either a lower GBWP or
an additional filtering action at the output is
therefore recommended .

Let 's now see how the finite of an amplifier can
affect the filter transfer function .

Consider the following bigwad universal cell :
Ya

Gin
T
>I- - WI . > - WI . > Gout = Vip

- i

t.FI
ideal

-2ns, = ywi
'

S2 t s§ t wot t
n

F

finite gain and bandwidth←
Ao
)

l t STA



He
Hides) =¥ =

- Y- Hoed = ittida!! . woe.
R ot

At
o

ftSTA

tGeeks) - ¥ = - IIe
. r7%c= Itasca LESER

=

G-loop(s) = I < > closed loop poles G-BWP = Ao

ZITA

G-loom
fo = e-

GBWP
. . . . . . . . . . . . . .

G-Bwp
20 RC

fo : :L a
: :

er
!: :
I 4

: : ly
x i i t >

.

42
a 112ERC Xyf.:↳ ¥ :

: :

' to ha've a good feedback ( ie .

a high Coleg) the 6-BWP of the
amplifier should be much larger than the characteristic
frequency of the filter (¥ >> t ) :

: A RC
:

"

,

"

,

d :
.

Ao-
: Note that the low frequency pole is actually

the Milder pole .
Indeed

,
since C is placed

""

hhmhkmsmzmmgm.mgin between two high gain nodes,
its equivalent capacitance is

m.ee#I7neGanifaf..ni9:ifeeTe;
'

: then the Miller

× \ It' > g effect would
:mmmmmomi-nsmmmmm.tt

id

f-u make the C

capacitance\ virtually infinite,
. moving its pole

to the ougiu (ideal integrator);
since the amplifier is not ideal , the pole
is instead at a low but non-zero frequency .

HQ
> real : H (s)= - Ao

real

(et⇒ ( et Est

0in
t
>I- H (s) . > Hcs) . > vent

- t

The ideal filter transfer function tides) =p
WE will

suffer from a shift of both w. and a
s't sweet WE

due to the different expression of the real integrators .



While the shift of w. can be adjusted (as already pointed out)
through an ancillary network that centrals the actual
radial frequency of the circuit and fixes it accordingly ,
the shift of Q is not controllable and can therefore heavily
affect the filter's performance .

Let's compute how much different the real Wi and,
more importantly , the real Q

'
are going to be with respect

to the ideal target values w. and Q .

WE a C- ¥5 Hid(s)Tid (s) = if = 8
fwgj-fws-71-a.tl

= T HidG) - Higgs> +152

I TeedG) = y
HEeal(s)

Htaaecs) - Hreaecs) +1
where Hreal (s) = - Ao

@+E)atQ
= w_ =

e
Ao Ao RC

The man - identities affecting the WH = sit G-BWP = A.

TAreal transfer function are :

1. finite gain of the amplifiers (causing us pole)

2. finite bandwidth of the amplifiers (causing wa pole)

In order to ease the study of this problem, it is better
to split the two non - idealeties and consider there effects
separately .

1
.

H' G) = - Ao

µ+⇒,
real integrator with finite gain

AÉ
1-

'

(s) = T (ItSteep
At Ao

(It sleep
+

µ + guya
+ 1

= ✗É¥twA =

AT
= ✗

% - s( 2W. - ¥w,) + At + Aas + I
=

H'a
= y

AE WE
sat SWL (2 & Ag) + WECAE + A§ +1)We = We

Ao

'

= y
WI
sat swo (2- + ¥ ) + will t¥a+A⇒

,i
Ao

i 1

""the
with tides, = y
y

w

f pl
~ Wd 2

S2 + swag + Wot



real characteristic frequency: Wo
'

= we ¥ - feat t
'

real quality factor : we (¥
.

+ Ia ) = wat, = ¥

with finite gain
¥ = Iot to

¥ - f - ¥.
Q - Q

'
= I

QQ
' Ao

relative shift
- FAQ = ¥

of the quality factor] Aaa = - 2¥

Note how the finite gain of the amplifier will cause
a lower Q factor than expected for all pale pairs
of the filter cell, which might acing the resulting
implementation off the required filter mask .

ITCjwla
beaks mask

specs
0dB
e-

AQ e O
: :

.

÷

"
"

: :

: :

÷
: :

w
Tuo' > Wo

\

2
. It

"

(s) = - Wo e real integrator with finite BwS (it ⇐)

Tks) = 8 FFI's w.)' = p
wi

H
"

a

s-YES WHY + ¥56 + say) t t sYetG)I was fetus) t WE

we
= J-

w

;

HED't's't @HEE
.)
t

E.y]
w

As already said, the a-BWP should be
much larger than the frequencies of interest .



Therefore, we can afford the following seueplificatioees :

w ee WH ⇒ I
= I - ¥

2it G-BWP = Wµ
I + SWµ

⇒ 1-
"

(s) =TI
(e+s⇒[ s- + s (e-8.) + will - Swat]
L

negligible
we

= 8 safe - ¥wµ+¥;) + s(¥ -28¥) two

Waf
= 8 sz + S Wo ( 1 - 2¥ ) + we

f- ¥wµ+¥µ) ,
I

i f- ¥wµ+¥µ)
,- Ya ' '

- WE

real characteristic frequency : wd = Wo

1 - Wo WoQwµ+w÷
Woreal quality factor : wd

=p .¥wµ+%÷,⇐
-2W. ) - wit -%;)Q' Wu

with finite bandwidth ¥,

= f- - twoWH

= 2Q_w.
WH

Note how this time the finite bandwidth of the amplifier will
cause a higher Q factor than expected, which might impair
the filter 's performance by not abiding the mask
specifications .

ltljwla
beeaks mask

specs
oars

.

÷

wé > Wo
\

W

( These results can be generalized to all filters
implemented by active integrators)



The two non- idealities ( finite gain and Bw ) affect the
filter at the same time and

,
even though their effects

on the Q factor seem to somewhat cancel out each other
,

they should be anyway always taken into account .

All these caustaiuts,thatwe'veseeua#efenaise,
power dissipation, finite G-BWP (and distortion), are crucial

when designing a filter since they give information about
what the most fitting components ( resistors, capacitors and
amplifiers) will be for our task and how well they are
required to perform ( hence the choice fee a proper
amplifier design) .

H switched capacitors 11

The concept of switched capacitors was firstly used
by James Clerk Maxwell in its introduction to the
fund atioees of electromagnetism .

Switched capacitors have
there been used to implement filters in the entire audio
range, thanks to their merit of being able to imitate the
working principle of large resistors with just a small capacitor .

Let's see where and how this merit takes place .

Assume we have to implement an audio filter with
a bandwith af to kHz (the full audio range is 20 ÷ 20kHz) .

We then need a cell to build the filter , which can be
made up by integrator blocks whose radial frequency has

←
to watch that of the filter .

o.in urn ¥1!
>
¥

We = It tokHz = e

RC

E f-
→ (E)

-

tout C e Ipf > R = l e l@Me
⇐ I Ite f@kHz lpf

-

+

= (in integrated circuits) footage :*
T

•
Hmm

,Ra Stoke ←

The problem is that a gun
,

I . . . - esooa I
when we weave to the low gu'm

↳ Ra

frequency range, in order to 2-
obtain the desired radial frequency R



in an integrated technology we need huge resistance values
that would take

up
too eunuch of the available chip area,

if implemented in a standard way .

An alternative
,
more efficient way to obtain large resistances

for the implementation of low frequency filters is precisely
the use of switched capacitors .
The role of switched capacitors is in fact to mimic the

behaviour of the resistors in the

11 afoeeseeu circuit . What the resistor

does in an integrator is simply0in
• .
I or

.

.

goat
convert the voltage signal E into

1-

a current signal ER which can
ce
=

+
be integrated by C .

= =

In the equivalent switched capacitor
switched capacitor configuration, a capacitor with one

end to ground is placed instead
,
T

'

of resistor and whose other end
1 The is connected to the circuit through

two switches
,
that are closed

0in

gout
• . . . . . -

and
open

at alternate times

EI 7 over a period T.

=
Ce
a = E-Ci
=

+

In the finest part of the period, the=

left switch is closed while the other
is
open;

the switched capacitor is
•
T

, a¥¥%}Ak= e- Cec charged up by the input signal .
a re

y
.

In the second part of the period, the0in
right switch is closed while the other• o o o ° ' -

Gout→ ¥-1 is
open;

the switched capacitor
ce
=

+ IEE discharges the accumulated charge
into the virtual ground, thus

'

= =

integrating it against capacitance C
ideally over just an instant (current pulse) .

The resulting voltage variation at the output is therefore
a step ( integral of the current pulse) proportional to the input
signal from the first phase .

Over
enemy

clock cycles, the output waveform corresponding
to a constant input signal with amplitude E will then be :

Venta

equivalent rains
rate

:e- ¥ are ⇐.
CT

=
E

T
=

CReg

i. :

it I >
t



In the continuous time implementation, a resistor is making
current flow into virtual ground proportionally to the
input voltage and the output is a linear ramp .

This current is equal to I = ¥
In the discrete time implementation, a switched capacitor
is taking charge from the input voltage and is giving it
to the integrating capacitance during each cycle, making
an average

current flow from input to output .

This
average

current is equal to I = ¥ = E¥
It is now clear that the switched capacitor is mimicking
an equivalent resistance equal to :

Req = I
Ce

The main difference from a continuous time approach
will be the staircase - shaped waveform at the output ,
instead of a linear one .

0in

.

~ a o

'

o o

'

o . - Goetz
↳
=

+sin

~ cos
= =

The discrete approximation will be good enough provided
that the switching time is much lower than the period
of the input waveform - or , to be weare correct , the
clock frequency is eunuch larger than the bandwidth of
the signal .

Now what is the advantage of this solution ?

If you consider the previous audio filter ( f. = 10kHz) ,
we firstly need to ensure that f- = fan >> fo .

This is easily done by setting fcek = 1MHz (1- = lies), which
is a eeeuueou value for clock frequencies .

This means that, in order to obtain
the required resistance

R = 16MR ( computed before) with a switched capacitor, we
would then need a capacitance C

, as large as :

R = Req = T
,@µ,

= 62,5 good ¥I
> ee = E- = 1µs

The switched capacitor allows to approximate the behaviour



of a very large resistance with just a small capacitance
(and scene switches) .

Not only this : the switched capacitor has another advantage .

In a standard implementation the radial frequency of
the filter is dependent on the absolute value of its components :

Wo = IRC

and thus suffers from tolerance and variability issues .

In a switched capacitor implementation instead the radial
frequency is dependent on the relative value of the components

Wo =
I

Reqc
= ¥ = taek E-

Since the frequency clock can be controlled and is very stable,
the only source of error is the ratio of the two capacitors,
whose variability can be greatly improved with the proper
fabrication layout technique (e.g. eeuuuou centroid) .

The switched capacitor allows for a more reliable effective
value of the radial frequency of the filter .

Let's now take a closer look at the implications of dealing
with a discrete-time system

t 0in a.+
:-# Sc on

. : : .

:
zIn-1 •

NT
a

• (n-211T#[(n+£1T
=

Ik
=

NT

sampling of the input F n r a £ Transition of the output
(phase 1) happens every (n- g)TJ f Yn+£1T (phase 2) happens every
full period nt half period

The output waveform can be expressed as :

Oout (t) = II. out Cnt) - { step / t - (n - £1T] - step / t - (n- f) t] }
= Ei oau.INT) . / rect / t - nt] }

T



where step (2) = {
" " > °

and rect (a) =/
1 IN - £

@ see 0 0 1kt > 12
step, recta

Laplace µ----- . . .

Fourier ¥-1.transform transform /
t

'

TIS it

]

L /step ( t)) (s) = §
"

9- [rect ( t)) (f) = since f)
tf

= siucf
normalized

Our task here is to understand what is the link between
the Fourier transform ( i. e. frequency spectrum) of the output
signal and the spectrum of the input signal .

Hout (s) = L [out (t)] (s) = ¥Éoae+(nT) . { Is e-4h
- ¥1T

- § e-sent £3T }

(g)
enter that dlfcx - xD] (s) = Lyse)](s) . e-say
and also Flfck - xD] (f) = 9- [fee)] (f) e-

Jatt" D

Flfcr - T)](f) = f- FILCH](¥1 33¥
Hout (s) = §g oaetcnt) Is e-

"these - e-SE }

s=jw

Hout (jw) I É ooutcnt) e- e-
Jwnt
{ EIWI - e-IWI }

n=o jw

= I Oaet (ht) e- jwnt 1- { ejwtz - e-jwtz }n=o

2J - WT/2

Floor,ft)](w)=É Outfit)éÉeF[rect (t HH )
nonn=o

normalized

as

= ¥•Oou+(nT) É
"

- Tsiuc (WI)
#

2- = ejwt
hike a

"

discrete Laplace < > Zeta -transform of Gout := You+ (z)
transform

"

1T Vent (w) = Hart (Z) i Tsiuc (WI)
2- =eJwT



* ii. iii.
.

o...
n

= If
c
,

t

! romance
= = C

> Gout (htt) = Gout (n) - 0inch) CE
[
htt

zetaftoeausfoeue
Youth) . Z = HoutG) - Vince) CE
HoutG) (z - e ) = - Vince) CE

transfer function
2 9 Yg÷tf¥ =

- CE¥ = H (z) = of the discrete (sampled)
time filter

1 & 2 T Vout(w)=Vin(z)HG)-;w,seuc(#
/

⇐e

>

Vin (z) : = II Gin(ht) En

Vin#
⇐
ej-wtn.FIVingt) e-

iwnt

= faff.net?I8Ct-nT)-EJwtdtDisoeete--FEoinCt).IE8Ct-nT)ICw) s > Fourier
•

Transform
"

The expression VinG)
⇐ejwt represents the Fourier

transform of the input waveform oink) sampled

every
t = NT ie

. multiplied by 8ft -ht)
"

Vin
⇐ e.
WE Ffoinft) - I 8ft - ht)) (w) =

= Vin (w) * If I 8ft - NTHCw) =

= YinCw) * In 278 (w - 27k)

im Voet (w) = ⇐ Vin (w) *
'

Edw - 2¥ KI - ftkzlz
.

wtf . ftsiuc (WI)
.⑥ Oc



Let's see what each term in the final equation means :

• The first term simply says that due to sampling we are

replicating the input spectrum around all the
harmonics of the clock (radial frequency ← aliasing

b The second term yields to the operation of the SC filter
itself ( an integrator in our case) in the discrete time
daeeaiu

.

Note that HCZ)⇐e;wt = - E€, = - E. efw,, is a periodic
function in w .

In fact eiwt is a periodic function itself with period 2¥ .

Therefore H(⇒⇐ejwt can be seen as a
" periodic filter

" that

acts are each replica of the input spectrum
c The third term is a cardinal sine centered around

the origin and whose zeroes coincide exactly with
the clock harmonics ( siucwz = 0 → WJ = it → w = 2¥ ) .
Its effect is to amplify the original input spectrum while
attenuating other replicas .

original
frequency components

⇐

¥÷:#¥ .
siuc(WI)

> residual sp

frequency components

In order to improve the fidelity of the output signal we
need to kill all residuals at high frequency that are
caused by the sampling .

Therefore an additional low - pass filter Hecw) should be placed
after the switched capacitor filter to filter off these residual
harmonics (

" reconstructing filter
" ) .

This is not an issue since the needed cut - off of the additional
filter is very close to clock frequency ( = 1MHz) hence it can
be easily implemented with a standard RC network Gceeueeuloer
that the switched capacitor implementation was required only
for low frequency cut -off; high frequency filters can be built
with normal resistors in the continuous time domain and

of course do not suffer from aliasing issues) .



Another issue could be caused by input aliasing when

the input spectrum is not just a narrow band but also
has some unwanted high frequency eeeiepoueeets, which
due to saeup¥iQ be bought close to base-band

.

€¥ €¥

¥I¥¥÷¥¥÷t-*÷÷→
bandwidth
# ↳

unwanted high frequency
of interest components

In order to avoid this problem a low -pass filter Hsfw) should
be placed before the switched capacitor filter to remove
these high frequency harmonics from the input (

"

anti-aliasing
filter

"

) .

This again is not an issue since the newly added cut
- off

needs to remove only high order harmonics hence it can

be much higher than the frequency range of interest and
a standard RC implementation is feasible .

⇐#,

[
¥↳ gets repeated

"" sampled
at the SC*÷¥⇐*¥¥¥¥¥÷÷¥÷÷:

"
o

2¥ 4¥-2¥ Usct Wa

↳
no spurious component in-band

In addition to these two analog filters, a third one is
typically used at the end of the filtering chain whose

purpose is
to cauepeusate the spectrum shape alteration

due to the cardinal sive true (
"

equalizing filter
" ) .

0in Gout
• anti - aeisiug-1 . SC - reconstruction equalizing •

^

folk



Stray insensitive topologies
About capacitor structure , parasitic capacitance and
their effects are switched capacitors .

bottom Ce
up

c-, ↳ *
e

• (t ) o µ o f)

(t) ¥ G .

.

.

i ÷: ⇐ ⇒ ⇒
= (

e awe of different
distance from conductive

Depending on the configuration, substrate

it is more convenient to peace the
capacitor in the circuit in one way instead of the other :

o.int .

2

.

.
so that bottom

° o o o o -

Cie . larger parasitic)
↳

t

is sheeted between
= =

grounds

Note that now the charge transfer of the switched capacitor
is directly dependent on Cpa , which is in parallel with Ce .

TRea =
(it Cp-

Req now suffers from the high variability of Cpa .

How can we avoid this issue ?

> Stray insensitive configuration

o.in
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,
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.

.

' 111 -
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°
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② o l o t

t
.

I
.
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This is one of many topologies that allow to remove

the contribution of both parasitic capacitance



note this is a non-
Phase 1 : Phase 2 : inverting integrator

c.
→ the orientation

does not weather ce
"

→ + .

• v1• -7+1/-1 .
in the end

.
-

faut

g. 1,17¥. G.€7M
"

+

4-
= = = = =

During sampling, Cpa is During transfer, Cpe is now
always shorted and doesn't shorted to ground so it dis

,

gather charge so it won't charges without affecting
contribute to the output. the output .
Cpe instead gets charged up
just like ce .

e Ce e
Vin - .

• • •

/ / / /
o o .

.

•

°

.

0

¥
=

+

Just by inverting the phase of the switches one can
obtain a new stray insensitive configuration

this is instead

Phase 1 : an inverting stage Phase 2 :

Ce Ce

÷ ⇒ +11
.

✗ + -

.

•

444
.

0

+ G.=#r 1%7-4.1¥"
== = = = =

Sampling and transfer now During this
"

discharge phase
"

occur together . Cpa is always both Ci and Cpe lose the
between grounds , while Cpe accumulated voltage of the
is charged up but does not previous half period .

interact with the circuit
.

Dde of stray insensitive topologies : more switches are

required



Clock feedthrough
About switches structure

,
their non - identities and how

they affect switched capacitors .

HDD

-HIT
.

Vss
0in

° o o o -

Uout

=
t

Ce
= =

Phase 2 :
.
.EE .

.

. .

Int
T SR

EE
,

+
L

. .

= = y

Re time constant or
slew rate limited

The transient due to switch or amplifier non - idealities
should be much lower than the dock period (like in the order
of nanoseconds) so to have a good sample of the input ( i.e .

a

"nice staircase" at the output) .

To reduce the Ron = Fgm we need to increase the form
factor wz or the overdrive of the transistor .

However
, increasing w will result in larger stay

capacitance of the switching transistor, which play a
relevant role during transitions .

O

K

÷ . .. . - ⇐oini.us,
-

Ce
t -Qn⇐ =

source of error→

For instance
, during the phase e - 2 transition

,
at the

transition edge current is injected both in Ce and
,
more

importantly, in C causing an immediate change ou the
output voltage .

Then
,
when the transition is over and the

transistor turns on
,
the charge that was injected in Ce flows

through virtual ground to the output , effectively altering
the previously sampled value of win .



> The entire oxide capacitance of the transistor (both
source and drain) contributes to the error at the

output .

What about the falling edge, that is, phase 2→ 1 transition?

yÉ¥#Yz= goin

• Gout Q - Kevin + Qn µ - y)) ye 1
=

+
Ce
= =

Similarly to before, charge is taken from both ce and C during
the transition

.
However

,
while charge taken from C means

a bump up (since it's an inverting stage) of the output, charge
taken fran ce cannot affect the output since the switch
will then open (transistor turning off) .

So during the trailing edge it is taking out some residual
charge from C that is just a portion of the charge injected
during the leading edge .

Overall
,
over a deck period, there will always be some

additional charge deposited on c that won't come fear
the input but from the transistor's gate .

Since this phenomenon occurs at each dock cycle, it resembles
the bias current of a continuous time filter : the charge deposited
at each cycle basically corresponds to an equivalent current
flowing through the feedback capacitor :

I = Q (1-8) ~ I
BIAS

T

Gout
- -

•

j-mnmmnmmmmm.it
= =

>

output droop caused
by the clock feedthrough


